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a b s t r a c t 

This paper deals with the boundary element (BE) approach to modelling of transcranial electric stimulation as 
an alternative to the widely used finite element method (FEM). The advantages of the BE approach are listed in 
the paper and demonstrated on a computational example. The formulation is based on the quasi-static approxi- 
mation of currents and voltages induced in living tissues while the head is represented by a three layered model 
consisting of skin, skull and brain tissues. Another contribution is the fact that the uncertainty present in the 
tissue conductivity values is taken into account by modelling them as uniformly distributed random variables. 
The stochastic collocation method (SCM) is applied for propagation of the uncertainty to the output electric scalar 
potential. Accordingly, stochastic moments are computed and sensitivity analysis is carried out using the ANalysis 
Of VAriance approach (ANOVA). The results given in the paper show the efficiency of the BE-SCM combination. 
Inspecting the results obtained from the proposed BE-SCM approach it is clear that the confidence intervals are 
appreciably larger in the interior tissues. The impact of the skull’s conductivity is shown to be negligible for most 
of the observation points while the skin and brain conductivities have a significant impact on the output value. 
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. Introduction 

The idea of brain stimulation by using the electric current is not
ew as it basically dates to the times of discovery of the electricity
tself. Traditionally, the treatment of certain psychiatric disorders was
onducted by using the strong electrical currents. However, some seri-
us side effects have been reported, in particular the memory loss [1] .
n the other hand, there has been an intensive research of the usage
f the low-intensity currents going on, especially in recent decades.
he principal mechanism of the action of the low-intensity transcranial
lectric stimulation (TES) is a subthreshold modulation of neuronal
embrane potentials, which alters the cortical excitability and the

ctivity dependant on the current flow direction through the target
eurons [2 , 3] . An important difference compared to other non-invasive
rain stimulation techniques such as transcranial magnetic stimulation
TMS) is that the activity in the resting neuronal networks is not
nduced, but rather the spontaneous neuronal activity is modulated.
onsequently, the effects depend upon the previous physiological state
f the target neural structures [2] . 

The low-intensity TES comprises techniques such as transcranial di-
ect current stimulation (tDCS), transcranial alternating current stimu-
ation (tACS), transcranial random noise stimulation (tRNS) and tran-
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cranial pulsed current stimulation (tPCS) [1] . All four techniques are
pplied according to pre-established protocols and the procedures are
eported to be well tolerated [1] . Many pieces of evidence indicate that
he low-intensity TES plays an important role in the treatment of vari-
us neurological and psychiatric disorders such as depression, anxiety
nd Parkinson’s disease [4 , 5] . However, despite the fact that the clinical
xperience and empirical research have resulted in the improvement of
rain stimulation techniques, the underlying phenomena and the mech-
nisms of treatment are still not entirely understood [3] . Ongoing re-
earch activities in the field of computational modelling of TES aim to al-
eviate this problem with the main focus on the simulation of current dis-
ribution in the human head [6 , 7] . Computational modelling is a tool of
 paramount importance for the design of TES electrode positions as dif-
erent positions stimulate different parts of the cortex [8] . Moreover, due
o differences in size and shape of each individual’s head, a patient spe-
ific modelling may improve the overall treatment effectiveness [9 , 10] .

Head models used for TES simulation include not only rather simple,
anonical sphere models, handled both analytically and numerically,
ut also anatomically realistic high-resolution head models that can be
andled only numerically [4] . Amongst the first attempts is the work of
ush and Driscoll [11] in which the analytical head model consisting
f three concentric spheres each representing the scalp, skull and brain
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issues, is developed. Although very simple, the analytical model still
erves as useful benchmark for testing more realistic representations. A
onvenient numerical tool used for TES simulation is the finite element
ethod (FEM) which, in the early investigations, was applied on spheri-

al head models, too. By varying the number of spheres, different tissues
n the head were represented [12 , 13] . Due to improvements in human
ody visualisation, anatomically based models have been used in more
ecent studies, including the low-resolution [14 , 15] and high-resolution
ead models, respectively [5 , 7 , 16 , 17] . Compared to previous models
he novelty proposed in this paper is a different numerical approach
o deterministic solution of the TES simulation based on the Boundary
lement Method (BEM), extensively used for e.g. the nanofluid flow
imulations [18] . The formulation of the TES is based on a quasi-static
pproximation of the currents and voltages in living tissues [4] . As a first
tep a simple cylindrical structure is chosen for the human head model
nd the results are reported in [19] . The proposed technique shows a sat-
sfactory convergence rate. Further step in modelling introduced in this
aper deals with a realistic head model consisting of three layers. Note
hat this model is commonly used in simulations of electroencephalog-
aphy and magnetoencephalography procedures, respectively, [20] and
n computational high frequency dosimetry studies [21] , as well. 

Although deterministic numerical techniques ensure a good insight
nto behaviour of the underlying phenomena, there are still some issues
hat cannot be addressed by using solely deterministic modelling.
he biological tissues represent a complex media in electromagnetic
odelling and they are characterised by quantities such as permittivity,

onductivity and permeability, respectively. However, the exact value
f these parameters is not known, as their values may vary due to
requency, gender, age, or health of a person, respectively [10] . Most
f these parameters presented in overviews such as [22] are obtained
nder different measurement on ex vivo animal and human tissues, and
xhibit large variations from their averages [23] . When used in compu-
ational models, these average values lead to rough approximation of the
eal situation [24 , 25] . Thus, the uncertainty from the input is inevitably
ropagated to the output of interest which is, in this case, the scalar
lectric potential or the current distribution in the head tissues. Hence,
hese parameters need to be considered as random variables. Besides
ntroducing the BEM approach, an additional contribution of this paper
s the coupling of BEM with the stochastic collocation method (SCM)
o account for the uncertainties present in the model input parameters.

At this stage it is also rather important to address the preference to
se BEM over finite difference method (FDM) using this predefined regu-
ar grid – the approach often used by most of members of bioelectromag-
etics society primarily because of simplicity of the approach as its main
eature. On one hand, the simplicity issue in FDM seems rather attrac-
ive, but on the other hand suffers from serious drawbacks such as well-
nown staircasing approximation error occurring within commonly-
sed voxel anatomic models. This serious disadvantage in the applica-
ion of FDM approaches in last few decades was recognised by Subcom-
ittee 6 (SC6) of the IEEE International Committee on Electromagnetic

afety (ICES) on Electromagnetic field dosimetry. Within SC6 the scope
f working group No 2 was to tackle with numerical artefacts. Namely,
n important scope of WG2 was to study and quantify effects of numeri-
al artefacts in low frequency (LF) dosimetry. Furthermore, specific mis-
ions were to investigate stair-casing error arising from stair-cased mod-
ls, such as FDTD method and to compare them with smoothed model,
uch as Boundary Element Methods (BEM), and also to reduce the stair-
asing error when using commonly-used voxel anatomic models. These
ctivities included task such as comparison of domain and boundary dis-
retisation methods, differential versus integral equation formulations
hus undertaking a trade-off between the use of Scalar Potential Finite
ifference (SPFD) methods, Finite Element Methods (FEM), Boundary
lement Methods (BEM), use of hybrid methods, such as FEM/BEM,
EM/FDM, or combination of finite elements/infinite elements, various

ntegral equation methods, such as volume tensor integral equations, or
urface integral equations. Additional goal of WG2 was to reduce stair-
71 
asing error when using voxel anatomic models. Studies of averaging
smoothing) of tissue parameters (pre-processing methods), averaging
f calculated results (post processing methods) and application of ana-
ytical solution at singularities were of interest, as well. 

In short, if one makes a trade-off between the use of FDM and
onformal methods what should be emphasised is as follows: 

FDM approaches 

• Advantages: robustness and simplicity of the algorithm with
rectangular grid rather easy to generate. 

• Drawbacks: staircasing error and problems with unbounded
domains. 

BEM models 

• Beauties: BEM definitely tends to avoid volume meshes for large-
scale problems and by its nature sufficiently avoids staircasing
error. BEM formulation is based on the fundamental solution of
the leading operator for the governing equation thus being very
competitive with other well-established methods, such as FEM
or FDM, in terms of accuracy and efficiency. There is no need to
implement absorbing boundary conditions (ABC) for unbounded
domains. Finally, BEM provides an exact geometrical description of
the problem boundary using isoparametric transformations. 

• Drawbacks: BEM definitely requires a more complex formulation
and related numerical implementation. Moreover, one has to suf-
ficiently deal with Green function singularities/quasi-singularities
and with dense matrices appearing in the algorithm, being compu-
tationally more expensive then FDM and FEM. 

These issues have been discussed in detail in WG2 Report and in the
aper arising from WG2 activities [26] . Note that TMS setup has been
sed in [26] and intercomparison of number of methods has been car-
ied out including Surface integral equation (SIE)/Method of Moments
MoM), Finite Element Method (FEM) with cubical elements, Boundary
lement Method (BEM), Hybrid Finite Element Method/Boundary
lement Method (FEM/BEM), Finite Element Method (FEM) with
ectilinear elements. 

To sum up, maybe the implementation of BEM in many bioelectro-
agnetics problems may seem as an unnecessary complication due to

he simplicity of FDM implementation, as a dominant reason why the
pproach has been so attractive for decades. However, if one carries
ut deeper numerical consideration the beauty of BEM approach due
o the number of its advantages comes out as obvious fact. 

In the previous work the variations of the electrodes’ shape and
osition, as well as the size of head, the dimensions of electrodes and
he cylinder were considered as random variables [19] . Here, the focus
s on the material properties whose values result from an examination
f a large number of studies published in the tissue properties database
27] . Hence, by means of SCM, the uncertainty is propagated to the out-
ut of interest which is the distribution of the scalar electric potential,
nd the corresponding stochastic mean and the variance are computed.

It is worth noting that the boundary element method (BEM) is
ommonly used in the modelling of electromagnetics phenomena such
s ECG, MCG, EEG and MEG [28] . However, to the best of authors’
nowledge the BEM applied in the area of TES simulation has not been
eported in the literature so far. Authors previously performed similar
nalysis [29] using surface integral equation formulation [30 , 31] ,
ut the reported numerical approach was limited to a homogeneous
rain model only. Moreover, the stochastic analysis of the transcranial
lectric stimulation in the available literature is scarce as well. On the
ther hand, the uncertainty quantification (UQ) of the fields induced
n the human brain due to the exposure to coils used in TMS has been
nvestigated to a greater extent, e.g. in [32 , 33] , where the conduc-
ivities of brain tissues are modelled as uniformly distributed random
ariables and the results clearly demonstrated the importance of the
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Fig. 1. A 3-layer head model. 

Fig. 2. Recursive subdivision of a triangle element towards the singular point. 
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xact knowledge of the electrical conductivities in TMS. In addition to
issue conductivity, the variability of coil position and orientation and
rain morphology was considered in [34 , 35] . Likewise, the uncertainty
n the tissue parameters’ values should be taken into account in the
ES simulations aiming to provide reliable numerical predictions of the

nduced electric field, potential and current in the head tissues. One
uch analysis is proposed by Schimdt et al. in [36] . They investigated
he impact of uncertain head tissue conductivity on optimal electrode
onfigurations in the optimisation of tDCs suggesting that an uncertain
onductivity profile can have a substantial influence on the prediction
f optimal stimulation protocols for stimulation of the auditory cortex.
imilarly, this contribution should be regarded as the first step in an
n-going activity of applying the BEM to a realistic human head and
ts coupling with the SCM to account for the variability present in the
lectric parameters of biological tissue in the TES simulation process. 

Therefore, it is worth emphasising that the goal of the coupling of
CM with BEM carried out in this paper is twofold: BEM sufficiently
voids the FDM drawbacks, such as staircasing error, while SCM
ccounts for the uncertainties in the input data set which is inherent
roblem in all bioelectromagnetics problems. 

The paper is organised as follows. The formulation is presented
n section II along with the description of the deterministic boundary
lement method. Section III outlines the approaches used for stochastic
nalysis, i.e. the stochastic collocation method and the analysis of
ariance approach for the sensitivity analysis. The computational
esults are given in section IV and finally some conclusions regarding
he present and the on-going work are given in section. 

. Deterministic-stochastic modelling of the transcranial electric 

timulation 

.1. Governing equations 

The usual approach applied in modelling of a transcranial electric
rain stimulation is the quasi-static approximation of voltages and
urrents. At low frequencies the values of electric permittivity and
agnetic permeability of the biological tissues are relatively low and
ith a negligible variability, hence, they can be neglected. However,

his is not the case with the electric conductivity [37] . Biological tissues
n quasi-static approximation are considered as volume conductors
n which the inductive component of the impedance is neglected,
hile resistances, capacitances, and voltage sources are distributed

hroughout a given three-dimensional domain [37] . Thus, in a typical
assive volume conductor model of a biological tissue the excitability
f the tissue itself is ignored and the governing equation for the electric
calar potential is the Laplace equation [4] : 

 ⋅ ( − 𝜎∇ 𝜑 ) = 0 (1)

The head model in this paper is a 3-compartment or 3-layer head
odel commonly used in electroencephalography and magnetoen-

ephalography ( Fig. 1 ). Although in the present study the emphasis is
ot on the particular electrode setup, the electrode position corresponds
o Cz-Fpz electrode setup defined by 10/20 electroencephalogram stan-
ard for electrode placements. The electrodes in this paper are of
ircular shape of diameter d with the potential of + /- 1 V. Hence, the
oundary conditions are given as Dirichle’s boundary condition 𝜑 = ±
 V at the circular area of the electrodes and for the rest of the domain
he Neumann’s boundary condition is prescribed, - 𝜎( 𝜕 𝜑 / 𝜕 n) = 0 . 

In general for an anisotropic conductor the electric conductivity
s a tensor. For example, in the white matter of the brain, the electric
onductivity is higher in the direction of neural fibre tracts. In this
ork, we model the human head as a group of subdomains representing

ndividual tissues, which have different but homogeneous and isotropic
lectric conductivity. Therefore, in this case, for each subdomain,
q. (1) simplifes to a Laplace equation: 

 

2 𝜑 = 0 (2)
72 
here changes of electric conductivity between tissues are taken into
ccount through boundary conittions. 

.2. An outline of the boundary element method 

Let us consider a domain Ω ∈ R 

3 with the boundary Γ = 𝜕Ω and a lo-
ation vector ⃗𝑟 . The domain is divided into subdomains Ω = 

∑Ω𝑖 , where
ach subdomain has its own boundary Γi = 𝜕Ωi . Inside each subdomain
ne can write a boundary integral representation of Eq. (3) as [38] : 

 

(
𝜉
)
𝜑 
(
𝜉
)
+ ∫Γ𝑖 𝜑 

(
𝑟 
)
∇⃗ 𝜑 ∗ ⋅ 𝑛 𝑑 Γ𝑖 = ∫Γ𝑖 𝜑 

∗ 
(
𝑛 ⋅ ∇⃗ 𝜑 

(
𝑟 
))
𝑑 Γ𝑖 , 𝜉 ∈ Γ𝑖 (3)

here Γi is the boundary of i–th subdomain, 𝜉 is the source point, c is
he free coefficient, and 𝜑 ∗ = 1 ∕ 4 𝜋 |𝑟 − ⃗𝜉| is the fundamental solution
f the Laplace operator. Such a representation enables us to only solve
or the unknowns at the boundary of the subdomain, since the solution
n the interior depends only of the knowledge of boundary variables
potential 𝜑 ( ⃗𝑟 ) and flux 𝑞 = 𝑛 ⋅ ∇⃗ 𝜑 ( ⃗𝑟 ) ). 

In order to obtain a system of linear equations for the unknowns
t the boundary subdomain boundaries are discretised using triangular
lements. Within triangles we use linear interpolation of potential
 ( ⃗𝑟 ) = 

∑Φ𝑗 𝜑 ( ⃗𝑟 ) 𝑗 and constant interpolation of flux. Using this inter-
olation scheme one must calculate the following integrals, which are
tored in matrices [H i ] and [G i ]: 

𝐻 𝑖 

]
= ∫𝚪𝒊 Φ𝑗 ⃗∇ 𝜑 ∗ ⋅ 𝑛 𝑑 Γ𝑖 , 

[
𝐺 𝑖 

]
= ∫𝚪𝒊 𝜑 

∗ 𝑑 Γ𝑖 , (4)

Thus, for each subdomain, a system of linear equations is obtained: 

 𝑖 𝜑 + 

[
𝐻 𝑖 

]
{ 𝜑 } = 

[
𝐺 𝑖 

]
{ 𝑞 } (5)



A. Š u š njara, O. Verhnjak, D. Poljak et al. Engineering Analysis with Boundary Elements 123 (2021) 70–83 

Fig. 3. Distribution of electric potential on the surface of skin (a), skull (b) and 
brain (c) in a 3-layer head model. 
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here { 𝜑 } and {q} are vectors of nodal values of potential and flux.
alculation of the free coefficient 𝑐( ⃗𝜉) and the strongly singular diagonal
lement of [H i ] is preformed indirectly. Setting 𝜑 = 1, q = 0 as one of the
alid solutions of the original problem, we can use Eq. (5) to evaluate
he sum of c and the diagonal element in the [H i ] matrix, when all other
lements have been evaluated beforehand using numerical integration. 

Integrals in Eq. (4) are calculated numerically over triangles in 3D
pace. Research into numerical integration over triangulated surfaces
as been ongoing for many decades [39 , 40] , since it is needed in BEM
s well as by other numerical methods. One of the ideas proposed is the
dea of using domain decomposition to improve accuracy of integration
chemes [41] . Precision of calculation of any integral over any domain
ig. 4. Computational grid analysis for 3-layer head model. 
istribution of electric scalar potential is given at two profiles: (x, 0, 0) and (0, y, 0) 

o 64k, potential values exhibit a negligible difference which points out the independ

73 
an be improved by dividing the domain into smaller subdomains,
hich are integrated separately. In case of singular integrals, such as
e encounter in BEM, it makes sense to make subdomains small in the
rea around the singular point. In this paper, we propose a recursive
cheme to achieve this, which is described below. 

For the purpose of linear interpolation within each triangle it is con-
enient to use barycentric coordinate system ( 𝜆1 , 𝜆2 , 𝜆3 ) . A position
ithin a triangle is then calculated by 𝑟 = 𝜆1 ⃗𝑟 1 + 𝜆2 ⃗𝑟 2 + 𝜆3 ⃗𝑟 3 . Weights
nd integration point locations were taken out of [42] and converted to
he barycentric coordinate system. We obtained lists of ( w i , 𝜆1i , 𝜆2i , 𝜆3i )
ith 7, 25, 54, 85 and 126 entries, which provide machine precision
ccurate integration of polynomials of degree 5, 10, 15, 20 and 25 re-
pectively. With this, integral over a triangle 𝜏 can be approximated by 

𝜏

𝑓 
(
𝑟 
)
𝑑Γ ≈

∑
𝑖 

𝑤 𝑖 𝑓 
(
𝜆1 ,𝑖 ⃗𝑟 1 + 𝜆2 ,𝑖 ⃗𝑟 2 + 𝜆3 ,𝑖 ⃗𝑟 3 

)
(6)

When using the boundary element method, we are faced with the
alculation of singular integrals. The singularity is placed in one of
he vertexes of the triangle (for linear interpolation schemes) or in the
arycentre of the triangle (for constant interpolation scheme). In order
o accurately calculate such integrals, we used a recursive subdivision
f the triangle towards the singular point. Fig. 2 demonstrates the
ecursive algorithm. In each step the triangle is subdivided into four
maller triangles, which are obtained by halving the triangle sides. The
ne small triangle, which still includes the singularity, is divided again
n the next step. The number of parts into which the triangle is divided
s 1 + 3n, where n is the number of recursive steps. The final results
s a sum of integrals calculated on all parts. The number of recursive
for skull (b,c), skin (a) and brain (c). By changing degrees of freedom from 13k 
ence of the computational grid. 
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Fig. 5. Distribution of scalar electric potential along y axis for fixed (x,z) = (0,0) point at skin surface: Mean (a) and variance (b) values obtained with different 
number of stochastic collocation points. 

Fig. 6. The distribution of the mean (a) and 
variance (b) values for the electric potential in 
the head tissues. 

s  

o
 

i  

t  

A  

o  

p  

e  

s  

b  

d

3

3

 

p  

v  

s  

v  

S  

i  

t  

d  

e  

c  

c  

g  

a  

o  

M  

p  

b  

[  

h  

t  

a
 

o  

f

𝜇

𝑉  

w  

t  

p

𝑤  
teps controls the accuracy and can be adjusted to match the accuracy
f calculation of non-singular integrals. 

By placing the source point in all boundary potential and flux nodes
n all boundaries of all subdomains, we obtain an overdetermined sys-
em of linear equations (since nodes are shared between subdomains).
t the boundaries between continuity of potential and conservation
f current are prescribed, while at the outer boundary either known
otential or known current are specified. The resulting system of linear
quations is solved for unknown potential and current using a least-
quares based solver [43] . An alternative approach has been proposed
y Loeffler and Mansour who instead of domain decomposition use
omain superposition [44] . 

. Methods for the stochastic analysis 

.1. Uncerainty quantification 

Once the deterministic modelling of a problem of interest is com-
leted, a stochastic analysis of the numerical results can be carried out
ia the non-intrusive uncertainty propagation methods. The main rea-
on for choosing the non-intrusive approach is the fact that previously
alidated computational models, such as the BEM model outlined in the
ection 2, can be used without changing the existing codes. This is a very
mportant feature in the area of computational bioelectromagnetism as
he formulation of the problem involves equations that are not easily
ealt with by intrusive stochastic methods. Namely, such methods
ventually lead to rather complex and tedious numerical codes being
omputationally very demanding. Therefore, in this paper a stochastic
74 
ollocation method (SCM) is chosen to carry out the uncertainty propa-
ation. The deterministic code is run at discrete number of input points
nd uncertainty quantification is merely a stochastic post processing
f the set of input points. Though this is a standard procedure used in
onte Carlo simulations [45] , an important difference is that the input

oints are chosen in a “smart ” way by following strong mathematical
ackground and polynomial representation of the stochastic output
46] . The details of SCM have been addressed in [47] where the same
ead model has been used for internal field stochastic dosimetry. In
hat work an efficient coupling between the stochastic collocation and
 hybrid boundary element/ finite element method is presented. 

For the sake of completeness the expressions for the moments are
utlined. The mean and variance are computed by using the following
ormulas: 

( 𝑌 ( 𝝃) ) ≈
𝑁 ∑
𝑖 =1 
𝑌 ( 𝑖 ) 𝑤 𝑖 (7.a) 

 𝑎𝑟 ( 𝑌 ) ≈
𝑁 ∑
𝑖 =1 

(
𝑌 ( 𝑖 ) 

)2 
𝑤 𝑖 − 𝜇2 (7.b)

here Y 

(i) corresponds to i th simulation of deterministic code, N is the
otal number of simulation points and w i is the weight of simulation
oint defined by the following integral: 

 𝑖 = ∫ 𝐿 𝑖 ( 𝑿 ) 𝑝 ( 𝑿 ) 𝑑𝑋 (8)

Γ
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Fig. 7. Distribution of scalar electric potential along y axis for fixed (x,z) = (0,0) point at skin: 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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L i ( X ) in the Eq. (8) is the multivariate basis function used for the
olynomial approximation of the output Y( X ) while p( X ) is the joint
robability density function of input parameters which are organised
n the vector X = [X 1 , X 2 , …, X d ] [47] . 

Stochastic collocation comes in different variants depending on
he choice of basis functions L i ( X ) and appropriate integration rule
or solving the integral in Eq. (8) . In this work the Gauss integration
ule and Lagrange interpolation are used, while multidimensional
ntegration is carried out using the tensor product. 
75 
.2. Sensitivity analysis 

In addition to uncertainty quantification, the sensitivity analysis (SA)
s often carried out for models whose input parameters exhibit random
ature. One of the definitions for the SA, adopted in this work as well,
s the one describing it as the study of how the uncertainty in the output
f a mathematical model or system (numerical or otherwise) can be ap-
ortioned to different sources of uncertainty in its inputs [48] . The ideal
pproach would be to run both uncertainty quantification and sensitivity



A. Š u š njara, O. Verhnjak, D. Poljak et al. Engineering Analysis with Boundary Elements 123 (2021) 70–83 

Fig. 8. Distribution of scalar electric potential along y axis for fixed (x,z) = (0,0) point at skin: 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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nalysis in the same stochastic framework, usually UQ preceding the SA,
hus minimising the computational burden as much as possible [49] . In
his work we use the stochastic collocation both for UQ and SA. The con-
ucted SA here relies on two approaches: the so-called “one-at-a-time ”
pproach and the approach based on the variance analysis. The details
ertaining to each of the approaches have been carried out in the [47] .
ere, only the final formula and the definitions are given for the sake of
ompleteness. 
v  

76 
.2.1. One-at-a-time approach, OAT 
Within the stochastic framework used in this work the sensitivity is

stimated by monitoring the change in the variance of the output after
omputing the variance for d univariate cases and simply comparing
he variances of the output value for each univariate case [47] . 

.2.2. The Analysis Of VAriance approach, ANOVA 

In order to take into account the simultaneous variation of input
ariables the Analysis of Variance (ANOVA) approach originating from
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Fig. 9. Distribution of scalar electric potential along y axis for fixed (x,z) = (0,0) point at brain : 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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he work of Sobol [50] is here used as well. The detailed description is
iven in [47] , while here only the final expressions are repeated. Hence,
he first order sensitvity indices S1 measure the effect of only the k- th
andom input variable, without any interaction with other RVs. The 1st
rder sensitivity index is given by the following expression: 

 1 𝑘 = 

𝑉 𝑘 

𝑉 ( 𝑌 ) 
, 𝑘 = 1 , … , 𝑑 (9)

here V(Y) is the variance of the d -dimensional case while V k is the
ariance of the k-th 1-dimensional case. 
77 
The second and high order sensitivity indices, S 2ij and S d12 ,…d give
he information about the effect that the interaction of two, three or
ore random input variables has w.r.t. to the output. E.g. the 2nd order

ensitivity index is given by the following expression: 

 2 𝑖𝑗 = 

𝑉 𝑖𝑗 

𝑉 ( 𝑌 ) 
, 𝑖 = 1 , … , 𝑑; 𝑗 > 𝑖 (10)

where V ij = V(f ij (X i , X j )) is the conditional variance whose expres-
ion is defined in [47] and the meaning is: the variance that originates
rom the mutual interaction between the i th and j- th input parameter. 
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Fig. 10. Distribution of scalar electric potential along x axis for fixed (y,z) = (50 mm,90 mm) : 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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Finally, the computational burden may become very prohibitive
hen all groups of sensitivity indices needs to be computed, therefore,
ery often only the 1st order sensitivity index is computed. In order to
till obtain the information about the potential significant interactions
etween the variables, a total effect sensitivity index is defined as: 

 𝑇 𝑘 = 

𝐸 𝑋 ∼𝑘 

[
𝑉 𝑋 𝑘 

(
𝑌 |𝑋 ∼𝑘 

)]
𝑉 ( 𝑌 ) 

, 𝑘 = 1 , … , 𝑑 (11)

The total effect index measures the contribution to the output
ariance of X , including all variance caused by its interactions, of any
k 

78 
rder, with any other input variables. Here E denotes the expected
alue operator and notation tilde ( ~) denotes all but operator, i.e.
 𝑋∼𝑘 ( 𝑌 |𝑋 𝑘 ) means the expected value of V calculated by varying all

nput variables except X k . 

.3. Numerical results 

The value for the conductivity of the three tissues is chosen based
n the examination of a large number of studies published in the
issue properties database [27] . The conductivities of brain and skin
re modelled as random variables uniformly distributed between the
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Fig. 11. Distribution of scalar electric potential along y axis for fixed (x,z) = (0 mm,90 mm) : 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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Table 1 

The values for the tissue conductivities. 

Tissue name 𝜎min (S/m) 𝜎max (S/m) 

Skin 0.09 0.25 

Skull (bone cortical) 0.256 0.384 

Brain (bold + white matter) 0.0644 1.28 
inimal and maximal reported values. Since only one study measured
he skull conductivity we considered 20% uniform distribution around
he published average value. The conductivities for all three tissues are
iven in Table 1 . 

The distribution of the electric potential when all tissues have
verage value of their respective conductivity is depicted in Fig. 3 . The
lectrode voltage is + /- 1 V (the red and the blue circular areas). The
esults could be scaled to a different values of applied electrode voltages.
79 
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Fig. 12. Distribution of scalar electric potential along z axis for fixed (x,y) = (0 mm,50 mm) : 
a) mean + /- standard deviation; 
b) mean and c) variance values for cases X = [X 1 X 2 X 3 ] , X = [X 1 ] , X = [X 2 ] and X = [X 3 ] ; 
Sensitivity indices: d) S1 , the 1st order; e) S2 , the 2nd order and f) ST , total effect. 
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.3.1. Computational mesh analysis and convergence 
In order to ensure that the simulation results are grid independent,

everal computational grids are prepared having between 13 and 64
housand degrees of freedom (dof). Comparison of potential profiles
n different parts of the model are shown in Fig. 4 . Only very small
ifferences between results can be observed, thus the 36 thousand dof
esh is chosen for the further analysis. To ensure the highest possible

ccuracy of deterministic simulations, a double precision is used and the
olver stopping criterion of 10 − 15 . The reason of choosing such a strict
topping criterion is to minimise the numerical error as much possible
n order to better expose the physical sources of uncertainty. The deter-
 t  

80 
inistic solver capable of solving the Laplace equation on subdomains
ith different conductivities has been developed in-house using Fortran.

.3.2. Stochastic analysis 
In order to check the convergence of the stochastic collocation

ethod the design of experiment (DoE) was built by using 3, 5, 7 and
 collocation points in each dimension, thus resulting in 27, 125, 343
nd 729 deterministic simulations. The distribution of the mean and
he variance of the electric scalar potential distribution along some
oints in the head model for different level of SC accuracy is shown in
he Fig. 5 . The convergence of the stochastic approach is accomplished
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Fig. 13. The 1st (a), the 2nd (b) order sensi- 
tivity indices and the total effect (c) sensitivity 
indices at every point of computation. 
X1, X2 and X3 are the conductivities of scalp, 
skull and brain, respectively. 
The X12, X13 and X23 stand for the mutual in- 
teraction between the tissue conductivities. 
1, 2 and 3 stand for the head, skull and scalp 
tissues. 
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ith 3 SC points in case of the stochastic mean, while 5 SC points is
nough for the computation of the stochastic variance of the output
lectric scalar potential. The distribution of the stochastic mean and
he variance at the surface of the head tissues is depicted in the Fig. 6 . 

The results in the Figs. 7 –12 are presented in the following way:
ach figure has three rows and two columns which leads to six parts in
otal (a-f). The meaning of these six parts is covered in the following
ext along with the discussion. 

The top left part (a) in Figs. 7 –12 presents the distribution of the
ean value of the electric scalar potential along with the confidence

ntervals (CI). The confidence intervals are obtained as the mean ±
ne standard deviation, computed as the square root of the variance.
bserving this graph for all of the figures it can be concluded that the
onfidence margins are larger as the observation points move towards
he interior tissue. When comparing Figs. 7 a, 8 a and 9 a the CI increase
s we move from 7 a to 9 a. Even if each of those figures is observed
ndependently it is clear that the spread of potential values around its
ean is larger in the middle part of graph and reduces towards the

nd. Figs. 10 a, 11 a and 12 a show different profiles, but the trend is the
81 
ame: the CI gets narrower towards the exterior part. This means that
he values of scalar potential in the interior parts depend more on better
nowledge of tissue properties than it is the case with the exterior part.

Furthermore, the top right part (b) in Figs. 7 –12 shows the mean
alue of the scalar electric potential for three univariate cases, X =
X 1 ] , X = [X 2 ] and X = [X 3 ] and for one 3-variate case, X = [X 1 X 2 X 3 ] .
he variables X 1 , X 2 and X 3 correspond to the conductivities 𝜎1 , 𝜎2 and

3 , and numbers 1, 2 and 3 denote the tissues: skin, skull and brain,
espectively. The mean value observed for the X = [X 3 ] is similar to the
ean in case when X = [X 1 X 2 X 3 ] . 

The parts denoted with (c) in Figs. 7 –12 show the distribution of the
ariance of the electric potential for three univariate cases, X = [X 1 ] , X
 [X 2 ] and X = [X 3 ] as well as for the 3-variate case, X = [X 1 X 2 X 3 ] .
his figure corresponds to the OAT sensitivity analysis approach. The
ariance of the results in case of X = [X 3 ] is almost identical to the total
ariance in 3-dimenstional case for most of the chosen profiles which
ndicates that the variable X 3 , i.e. the conductivity of the brain 𝜎3 , is
he most influential variable in the input space. Inspecting the part c)
n Figs. 7 –9 it could be concluded that the brain conductivity is the
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iggest source of uncertainty for the potential values in all three tissues.
owever, this is not the case for all of the observation points as it can
e seen in Fig. 10 . There a different profile is chosen which means that
he observation points set is changed. Here the skin conductivity has
he main impact and for some observation points the impact of brain
onductivity is lower that the impact of the skull conductivity. 

In order to get more accurate SA results, the ANOVA approach is car-
ied out which is depicted in parts (d, e, f) of the Figs. 7 –12 . Namely, the
st order sensitivity indices are depicted in (d), the 2nd order in (e) and
otal effect indices are given part (f). The 1st order sensitivity index is
he highest for the third variable (brain conductivity) which makes it the
ost influential one at most of the observation points. The influence of

he first variable, i.e. skin conductivity shouldn’t be neglected while the
mpact of the second variable, i.e. the skull conductivity is the weakest,
lthough at some points it does approach the 20% of the total impact.
he magnitude of the 2nd order sensitivity index ( S2–12, S2–13, S2–23 )

s not very high but the interaction of the variables X 1 and X 3 ( S2–13 )
hould be investigated because the impact of their mutual interaction is
ometimes higher that 10%. Since the 2nd order sensitivity index is not
ery big the total effect sensitivity index ( ST-1, ST-2, ST-3 ) is almost
dentical to the first order sensitivity index for each input variable. 

The ANOVA SA for every computation point of interest is further
epicted in the Fig. 13 . The overall dominance of the brain conductivity
s obvious, but the importance of taking into account of the variability
n the value of the skin conductivity is visible for some of the points.
lso, in minor part of the computation domain the impact of the mutual

nteraction of the skin and brain conductivities has a very high impact
n total variance of the resulting electric scalar potential. 

. Discussion 

This paper proposes the stochastic-deterministic method for simu-
ation of the transcranial electric stimulation. The proposed approach
s a combination of boundary element method (BEM) which serves as
 deterministic solver and the stochastic collocation method (SCM)
pplied as a wrapper around it to assess the uncertainty quantification
f the output of interest. The human head is represented by three
ayers: skin, skull and brain tissues, respectively. Tissue conductivities
re considered as random variables uniformly distributed in ranges
aken from the relevant literature and tissue properties databases. 

The convergence of BEM is satisfactory: several computational grids
re tested having between 13 and 64 thousand degrees of freedom. Com-
arison of potential profiles on different parts of the model show that
nly very small differences between results can be observed and that
he simulation results are grid independent. For example, in [36] FEM
as applied to a 4 layer TES model (skin, skull, white and grey matter)

esulting in 2.2 million degrees of freedom (dof) with a residual error of
0 − 7 and 80 min of simulation time while in [7] the 4 layer TES model
consisting of brain, CSF, skull and scalp) resulted in 52.981 nodes
nd 330.789 elements. In our work up to 64k dof are located on the
oundary of four subdomains. On the other hand the FEM code requires
iscretisation of the whole domain, thus a much larger number of dof is
eeded. The results on Fig. 4 show the grid independency thus exposing
he main advantage of BEM over FEM in this case. This is extremely
mportant for further stochastic analysis since a lot of deterministic sim-
lations are needed and it is imperative that the CPU time requirements
or a single simulation run are as short as possible. We believe that the
ffort needed to solve the 36k full matrix system of linear equations is
maller compared to 2.2 million dof sparse system. Our deterministic
imulation required 45 min per run at solver accuracy 10 − 15 . In addi-
ion, it is easier to produce 2D surface meshes of complex domains, such
s the human brain, as compared to volume meshes required by FEM. 

Furthermore, the stochastic collocation method has been applied
or the Design of Experiment with different number of SC points. The
onvergence of the stochastic approach has been accomplished even
or the 3SC points in each dimension for stochastic mean, while 5 SC
82 
oints were enough for variance. This led to a choice of 5SC points in
ach dimension and a total of 125 deterministic simulations which are
ecessary for the stochastic analysis. This number is relatively low and
an be compared to a total of 465 deterministic simulations reported
or a 4-layer model in [36] . 

To sum up, the coupling of the BEM and SCM is proven to be success-
ul providing an efficient tool for stochastic analysis of output values in
he simulation of TES. The mean and the variance values of the electric
calar potential in the head tissues are computed and the results indicate
hat the confidence intervals are larger in the interior tissues, being the
argest in the brain tissue. The sensitivity analysis based on the ANalysis
f VAriance approach has been carried out showing that the brain and

kin conductivities have a significant impact on the variability of the
esulting electric potential while the impact of skull conductivity could
e neglected and excluded as the source of uncertainty in the future
tudies since its impact is rather low at most of the observation points. 

Next step is a stochastic-deterministic analysis of a 9-layer head
odel consisting of skin, skull, jaw, tongue, ventricles, grey matter,
hite matter, cerebellum and cerebrospinal fluid (CSF). Also, different

lectrode set up is going to be investigated. 
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