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Abstract: This paper is focused on the choice of a suitalnlbulence model for simulations of an
industrial pump’s intake, from the perspective ofwacy and, partially, also the CPU time. Twelve
steady-state and transient simulations were mada dine computational mesh, using turbulence
models such as: the shear stress transport (S8 )5cale-adaptive simulation (SAS), the Reynolds
stress model (RSM), the explicit algebraic Reynailess model (EARSM), the detached eddy
simulation (DES) and the large eddy simulation (.EBhe curvature-correction (CC) option was
assessed for the SST and SAS turbulence modelstebbtés were compared with the LES and with
published experimental results. Although all thedele could predict the main floor vortex, there ever
still some substantial differences. We were abledweclude that it is better to use either the S&T-C
turbulence model, due to its low computational veses and far better results than the SST model, or
the SAS-CC turbulence model, since its predictiares quite similar to the LES results. In the final
step, good agreement with experimental results skhasvn for a longer simulation with the SAS-CC
turbulence model.
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1. INTRODUCTION

Pump-intake design has an important role in goochpuwperation and therefore on the pump having g lon
lifetime. The design of the intake structures iscsfied in standards, for instance in [1]. Nevel¢ks, the model
testing of intake structures is still required eses where the geometry deviates from that recouhedear in
special cases, as described in [1]. The accepteiitegia for the model tests are based on the umity of the
flow: the vortices should not have a coherent ctine, swirling in the pipe should be low and appnoadely
constant, and the velocities in the pipe shouldiiorm and constant over time.

Although there were some studies as early as 1888n be said that the important computationatifillynamics
(CFD) computations of pump-intake structures ortprted with [2] and [3], when the numerical modedsm
compared with the experimental model. The humesgallation was based on a steady-state computasig
the k-¢ turbulence model on a structured computationalhnwgth 550,000 nodes. The conclusion of [3] wag tha
anisotropic turbulence models and unsteady compuogatould enhance the prediction of vortices.

In 2000 a first comparison between tke and k-o turbulence models for steady-state computations wa
conducted [4]. Although there is no comparison witfly measurements, the turbulence models themselves
showed no major differences in terms of the stre@mmpatterns and vorticity contours. The analydishe
intensity of the vortices showed that and the low-Reynolds-number Wilcdxo turbulence model predicted
vortices with a similar intensity, whereas the higéynolds Wilcoxk-w turbulence model predicted vortices with
a slightly lower intensity.

Since 1998, computing power has increased significaNevertheless, most of the reported computatiare
still being made using thee¢, k-0 or Shear Stress Transport (SST) turbulence maxtetslatively coarse meshes.
The most notable exception is the work of Tokyagl &onstantinescu [5], in which the Large Eddy Satioh
(LES) and SST turbulence models were comparedetdil’ data of a pressurized pump sump (no freaase)f
measured by Yulin et al. [6]. The steady SST colart using the Fluent commercial software was nmade
mesh with approximately 1.5 million cells, and tHeS computation was made on a mesh with approxisnate
million cells. The LES model results showed goodltative and quantitative agreement with the P&tad while
the SST model failed even qualitatively to predia turbulence kinetic energy of the bottom parthaf main
floor-attached vortex. In the case of the SST tighdst TKE values were reached in the annular-gshapgion,
instead of in a region along the centerline. Th& §8alitative disagreement was, in our opinion, niidgly the
result of a sparse mesh in the pump-column area.
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Since the LES turbulence model is computationalyemsive and as such not very suitable for indaistase
computations, we decided to simulate the case dih¥at al. [6] with several different turbulence deds. The
question we wanted to answer was which turbulencdeinwas most suitable for industrial needs? Ireoitd
eliminate the computational mesh'’s influence onresults, all the computations were made with #raesmesh.
The first results [7] indicated that while the ts@nt SST computation seriously under-predictedttineulence
kinetic energy of the floor vortex and proved todidy conditionally acceptable for the vortex pidin, the
SAS-SST turbulence model gave approximately theesasults as the LES.

The current work is a continuation of [7]. The éesof 11 simulations using six different turbulenmodels and
some of their variants are compared to our LES caaipn and to measurements published in [5]. Tldnm
question is which turbulence model can be usednfdustrial simulations of the intake structuresoider to
relatively accurately capture the important flonepbmena? The paper concentrates on the floor vaitese in
our opinion all the anomalies in the flow would euteally be visible in the bell area. In the secqadt of the
paper, the longer SAS-CC turbulence-model simulaaompared to the measurement data.

2. DISCUSSION ABOUT TURBULENCE MODELS

In this paper an isothermal flow of an incomprelgsiiewtonian viscous fluid with constant materiabperties
was assumed; this can be described by the folloaamginuity and momentum Navier-Stokes equations:

Olu=0, 1)
ou 1

—+(uM)u=-—0Op+v.?u. 2
5 Fud) PR )

As a direct numerical simulation (DNS), which s@vihe above equations directly without the use rof a
turbulence model, is extremely computationally exgiee for simulations of turbulent flows, the abaguations
are usually substituted by Reynolds averaged empsmtand closed by additional closure assumptioalie(t
turbulence models), or filtered in the case ofltBS.

Each year's progress in computational capabilitiedkes it possible to use computationally more delingn
turbulence models in the CFD computations. At th@mment, the general usage of turbulence models spans
range from two-equation linear eddy-viscosity Rdgiaeaveraged Navier—Stokes (RANS) based models, asic
thek-¢ or k-0 models, to more demanding RANS models, such aRéymolds Stress Models (RSM), or even to
the LES turbulence models.

For a CFD computation, the computational cost lissalt of the turbulence model, the computationasimand
the computation time step used. The turbulence it mesh and the time step are interconnected.usage
of a more demanding turbulence model generallyiregdiner meshes and shorter time steps. If tmeysaitable
for a specific case, two-equation, linear turbuéenmmodels are preferred because of their low corntipotd cost.
One of the most often used two-equation turbulenodels in Ansys CFX [8] is the SST turbulence md@gl It

is a combination of th&e andk-o models, with thék-¢ model being used in the free-stream zone andk-the
model being used near the wall, thus providing itk ¥he best of both models. The SST also limits ¢ady-
viscosity. Although the SST model can predict thpasation point quite well, the flow recovery i® tslow and
the separation area may become too large ([9], [1Q@] and [12]).

If two-equation models cannot give satisfactoryulissfor a particular case, one is confronted il choice of
computationally more expensive models. RSM modalles seven additional transport equations for 3-
dimensional flows instead of two, as do the twoaiun models, and this makes these models much more
computationally expensive. A good point of the R8Mddels is that the Reynolds stresses are compirectid
and can therefore predict the anisotropic turbideievertheless, even the use of RSM models mighpnevent

a CFD user from incorrectly estimating the turbuilerixing in a separated shear layer and hence jnesficting
the extent of a separated region [13]. Another \ketiwn problem of the RSM models is their numerical
instability.

In order to simplify the computationally expensiRSM models, explicit algebraic Reynolds-stress nwode
(EARSM) have been derived from them. As stated.#4],[the EARSM model is up to 10 percent more espen
per iteration than the two-equation models. It haen shown in the case of a convexly curved 2-déineal
boundary layer that the performance of the basi®REM model (without a curvature-correction termpéetter
than the performance of the linear eddy viscosibdets. It was also shown that by using a curvatoreection
their solution is closer to the RSM solution.

As the previously mentioned two-equation modelsrertecapable of capturing the effects of streamtinevature
and system rotation, it has been suggested by Seidd Shur [15] that the curvature-correctiomtebe
implemented into these models. The modified SSTehfib], denoted as SST-CC, is described as beinghm
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more accurate than the SST over a wide range wiflind quite competitive with the RSM in terms ofwacy.

It is also computationally robust and efficientri@asing the CPU time per iteration by only 1%.

The LES turbulence model is known to be computatignvery expensive compared to the two-equation
turbulence models. As the LES model is based derifilg the flow into small isotropic and large aispic
vortices, the mesh elements should be relativelglista model the vortices correctly. Nevertheleb® main
reason for the large number of mesh elements itru@™ LES comes from a boundary-layer, mesh-regmiut
requirement. Along with the denser meshes, smak tsteps with a Courant number of less than 1 eeeled,
which makes the overall computation much more cdatmnally expensive than the one with the SST rhode
The third reason that makes the LES inappropr@t@nfiustrial cases is the inlet boundary-conditi@atment. In
LES the turbulence at the inlet surface cannotpeeified by the equation parameters, suck aisde. It can only
be simulated by another LES computation, in whlad turbulent structures are formed from the wallrintary
layer.

The strict demands of a correct LES simulation hgiven rise to numerous hybrid turbulence modelhepast
few years. In the current paper we concentratehenQetached Eddy Simulation (DES) model, whichns a
interfacing RANS and LES model using the Frohlictd & erzi [17] classification, and on the Scale-Atilap
Simulation (SAS) SST model, which is a so-calledcosel-generation URANS model using the same
classification.

In the DES model [18], a RANS model is used atlitbendary layer and a LES model in detached regidhs.
detachment point for the first version of the DE&svgensitive to the mesh size. In [9], an SST tartme model
was chosen for the RANS part of the DES. By modifythe dissipation term in the k equation of th& &®del,

as shown in [9], the detachment point of the SSTSO¥ENOt sensitive to the mesh size. In the lagesion of the
DES, called the delayed DES (DDES) [19], a simitaxdification was made, which allows the DES to kedu
with other RANS models. Like the LES models, theso requires small time steps with a Courantbaurrof
less than 1.

The SAS-SST model ([20] and [21]) is an improveasteady RANS method that develops LES-like solution
unstable flow regimes. It is an SST model with dditional production term in the equation, which increases
when the flow equations start to become unsteallg.ificrease in the SAS term results in a sloweayleate of
the Reynolds stresses due to the smaller turbuisobsity ([22]). The model was born from the redsRotta'k-

kL turbulence model, which included an integral IéngtaleL into the turbulence-dissipation equation. The
detailed development of the SAS model from thesedk-kL model can be found in [23], whereas its inclusion
the SST model is thoroughly described in [21]. Nthaless, it is important to note that the mairfedénce
between the other two-equation models and the SABei ability of the SAS to resolve turbulence ssalue to
the introduction of the von Karman length scale.idportant feature that distinguishes it from tieS_.and DES
solutions is the fact that if the turbulence scalasnot be resolved due to a time step larger tharCourant
number 1, the eddy viscosity is adjusted accorglingd to the steady RANS solution. As in the cafsthe DES,
the boundary layer for the SAS-SST is treated énRANS mode.

The decision about a suitable turbulence model eahae a CFD computation is not easy. Test cases are
important, either experimental or highly resolvadnerical data (LES or even DNS), as for instancfl8j. In
order to decide on an appropriate turbulence mfmled pump-sump case, the turbulence models arpa@d to
the experimental results by Yulin et al. [6], pshid in the works of Tokyay and Constantinescu &f&] [24]),
and also to our LES computation of the selected.cas

3. DESCRIPTION OF THE INTAKE MODEL AND THE COMPUTAT IONAL MESH

The geometry of a pump sump’s numerical model (Eig.able 1), which is based on the experimentalehfs],
was precisely described in [24].
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Fig. 1. Geometry of a pump-sump test-case model: a) wtatgputational domain; b) detailed view with fornredin floor
vortex in pump-bell region, coordinate systefyplane,Y-plane,Y2-plane (0.7D from Y-plane), Plane 1 &=0.1D, Plane 2
atZ=0.4M, Line 1 (cross-section of Plane 1 ariglane), Line 2 (inY-plane aZ=0.3D), Line 3 (inY2-plane aZ=0.3D)
and Line 4 (cross-section of Plane 2 a@glane).

Table 1.Characteristic geometry dimensions of the compptedp sump.

Outlet pipe diameteld 129.8 mm
Pump sump height 1.91
Inlet channels width 1.149
Bell mouth maximum diameter 123
Bell mouth distance from floor 0.62
Peer to pipe center distance 135
Simulated pump column height 1D8
Simulated pump sump model length 0.5

The inlet section is divided into two channels withequal discharges, 0.905 and 0.38%min. Water flows
through the channels, mixes, enters the pump cothnaugh the pump bell, and exits through the ¢atiehe top
of the pump column. Due to the non-equal, inletvflate a strong floor vortex is formed in the pubrgilarea.
For the computation purposes, in order to obtaindgmlet- and outlet-velocity profile approximatmrthe two
inlets were moved upstream and the outlet movatidurdownstream. This results in a pump-sump migahgith
of 20.9 instead of 7.0 and a pump-column length above the surface offlth8tead of approximately® as
in [5].

In order to eliminate the influence of the meshoon results, a fine computational mesh was createdvarious
turbulence models were tested on the same commuahtmesh. The mesh is a bit denser than the offg],in
which has already produced good results in the chaa LES simulation. Therefore, the mesh is etqubto be
fine enough for all the tested turbulence modelsstiuctured mesh with approximately 35 million nedeas
created (Fig. 2). The mesh has more elements tharorte in [5] due to its longer inlet section (Tnillion
elements), longer outlet section (7.5 million elatsg and higher grid density (20 million comparedstmillion
elements).

Fig. 2. Cross-section through the computational meshi@ane.

The height of the first row of elements near tlw®f] below the pump bell is 0.00R1and 0.001B elsewhere in
the channel. At the pump bell’s inner surface taght of the first row of elements is 0.00@28t the bell mouth
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and 6.610°D at the narrowest part of the bell. All the presilyumentioned dimensions of the first row of
elements are of the same order as in [5].

The highesy+, in a range between 10 and 100, was observea dlothr at the vortex core. At the bottom side of
the pump bell thg+ values were in the range from 3 to 10, while Far test of the inner walls of the column they
were mostly from 1 to 3.

4. DESCRIPTION OF THE COMPUTATIONS

The computations required a lot of computationabueces. The computations began with the commerodé
Ansys CFX 11.0. After the release of a new versib®,0.1, the investigation continued with newly edd
turbulence models and some additional options tiemt, like the curvature-correction option. For sthation
purposes, the LES computation needed approximatélgays of computation on 80 computer cores. Thelevh
computation matrix for the comparison of the tudmde models can be found in Table 2.

Table 2. Computation matrix. In case of transient compategitime steps were counted from the end of thialini

(steady state) computations. Iterations and timpsstvere rounded to 100.

Simulation| Simulation Turbulence Stationary (S)| ANSYS Initial Iterations
number name model or Transient CFX conditions | (Time steps)
() version used from:

1 SSTstac SST-2003 S 11.0 - (new) 8600
2 SSTtrans SST-2003 T 11.0 SSTstac 1660
3 SST-CC SST-2003 with T 12.0.1 SSTstac 16400

curvature

correction
4 SAS SAS-SST 2005 T 11.0 SSTstac 1450¢
5 SAS2007 SAS-SST 2007 T 12.0.1 SSTstag 1680
6 SAS-CC SAS-SST 2005 T 12.0.1 SSTstac 16600

with curvature

correction
7 RSMstac SSG RSM S 11.0 - (new) 7100
8 RSMtrans SSG RSM T 11.0 SSG RSMstac 1070
9 EARSMstac BSL EARSM S 12.0.1 - (new) 10000
10 EARSMtrans BSL EARSM T 12.0.1 EARSMstac 15600
11 DES DES-SST T 12.0.1 SSTstac 16500
12 LES LES T 11.0 SSTstac 20600

Smagorinsky

The computations were made in the LSC Adria supepeting center located at Turboinstitut, which dstssof

256 IBM HS22 blade servers, each equipped with qwad-core Intel Xeon processors L5530 2.4GHz 8MB L2

and 16 GB RAM. For fast inter-node communicatiorirgmiband link with the MPI protocol is used.
It was decided to use the SST version describg®linthe SAS-SST, BSL EARSM, SSG RSM developed? [

and the DES-SST and LES Smagorinsky turbulence Imo8ece the SAS-SST model was modified in thé las
CFX version, the versions 2005 ([20]) and 2007 Jj24ere both tested. The BSL EARSM is based on the

Hellsten form [26] of the Wallin and Johansson [EARSM model. Additionally, since the SST modekis
isotropic one and is, as such, insensitive to sitie® curvature, this can lead to an over-predicta the
turbulent mixing and to a strong decay of the votere. Two computations, SST-CC and SAS-CC, weaden
with the curvature-correction option, which is s [15], with a scaling coefficient set to 1.
The results of the steady-state computations wakentas the initial values for the transient rassnoted in
Table 2. In this way the time necessary for thadient computations was shortened, since the catipatfrom
the zero velocity field in the fluid would take @anormous computation time with a computational nefsthis
size. The use of the thus specified initial valoesy from time to time impose the wrong results loa transient
runs, as we observed in our day-to-day practicakvem the water-turbine computations. However, ¢hasong
results are always a consequence of the impligg Inackflow at the outlet surface of the draft tédrethe initial
condition, which the next computation cannot thamgden out. Also, since the steady SST computatioidmot
predict the vortex rope in the pump-bell area, @svquite suitable for the initial condition for théher, more

accurate, turbulence models. For the SSG RSM #ahsiomputation the result of the SSG RSM steaalyyst
computation was taken as the initial condition, &mdthe EARSM transient computation the EARSM dtea
state result was used as the initial condition.
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At the inlet boundary conditions the mass flow sateere specified and at the outlet the average giegssure
condition was set. Accurate LES computations regaiprecedent computation of the inlet conditidoiswhich
several computational methods exist, as thorougbbcribed and compared in [28]. Although thesertiegkes
are the only correct methods for a LES computat®shliter et al. [29] have shown that for a strgrylirling
flow in a combustion chamber the results obtainedhfquasi-laminar, inlet boundary conditions arenparable
to correctly modelled LES computations and measargs) due to high levels of turbulence productiorthie
mixing region, which causes the flow to be indemadf the inlet condition. In the current studglsa region
occurs below and around the suction bell. Since mogelling without a proper pre-computation of théet
boundary conditions is a speculation, and the LEShdt the turbulence model one would choose for the
predictions of the industrial pump sumps, it wagarded more as a guideline in our study, despitaeso
comparisons with it (it should also be kept in mthet the LES simulation has already produced gesdlts in
[5] with the same time-step size, approximately shene element size at boundary surfaces, and anieSs-
coarser mesh in each direction). On the other hasdemed very important to concentrate on théepugince an
outlet that is too close to the vortex can sigaffity affect the results. Therefore, the outlet wiasved far
downstream from the outlet pipe.

As in [5], the time step for the transient compiotas was set to 0.002U,, wherelU, is the mean velocity inside
the pump column at the outlet location. Combinethlie mesh, this resulted in a maximum Courantbarmof
approximately 10, while the RMS Courant number wesund 0.3. The physical time scale for the stestdte
computations was set to 0DRJ,.

All the steady-state calculations were stopped ity the convergence was stabilized at some vaiuact, the
residuals were oscillating around some value —tf@ SST computation the RMS velocity residuals were
oscillating between 4.820° and 2.410*, for the EARSM computation between 30° and 5.9.0° and for the
SSG RSM between 310° and 6.8.0°. At the moment the computation was stopped thal fRMS velocity
residual for the SST steady-state run wasl@4 for the EARSM steady-state run 3d>, and for the SSG RSM
steady-state run 510°.

For the transient runs two conditions were sest fithat at each physical time step the RMS vela@siduals
should be smaller than £pand a second one, that the number of such leogtibns should be less than or equal
to nine. The last condition was applicable for B&M and EARSM runs, as they both reached nine il@oations
per time step, the SSG RSM by the end of the coatiputand EARSM even at the beginning of the coiuan.
Instead of 18 the RSM velocity residuals for the SSG RSM tramsien reached values up to 610, and for
the EARSM transient run up to 7.8°.

The statistical averaging began at the beginnintheftransient runs. For the LES computation thepstof the
vortex was fully developed after 500 time stepshadigh it would be better to start averaging &80 time steps
of the computation, it is estimated that such anres not important for the overall estimationtbé results. It
may have influenced the maximal values of the &iadilly averaged variables, but to a lesser extenigeneral
picture of the averaged values.

Automatic wall functions were used for all the cartgiions except for the SSG RSM model, where stalahll
functions [30] were used. Automatic wall functioswitch from the wall-function solution to the lowefolds
solution (integration to the wall), depending oa thsolution of the local mesh.

An upwind advection scheme based on the use ohBamtl Jespersen's limiter [31] (which limits thenewical
advection correction in order to suppress possideillations due to large gradients) was used forthe
computations except for the LES, where the cenliffidrence scheme was used.

5. COMPARISON OF THE COMPUTATION TIME

In order to compare the CPU times of the differembulence models a set of 100 time-step, transiase
computations on 128 computer cores was made, witpteviously mentioned conditions of the RMS vigyoc
residuals and the number of loop iterations pee titep. This time the ANSYS CFX 12.0.1 code wasl dgeall
the computations. The initial conditions for themputations were the transient final results of tbgpective
turbulence model in Table 2. The only exception W@sBSL EARSM, for which the values were meastrech
time step 7432 to 7531.

Since the computational mesh and the time step thersame for all the models in order to elimirthe mesh’s
influence on the results, the CPU time dependegd amithe properties of the turbulence model cho&émourse,
the RANS turbulence models require computationahas at least an order smaller than a true LESIadimo,
mainly due to the LES mesh restriction for the aspatio at the walls. Therefore, the comparisorkig. 3 is
useful, especially for the RANS (including SAS)idulence models.

As is clear from the position of the SAS, SST ar@MRpoints in Fig. 3, it seems that the computatidinge was
mostly a result of the number of loop iterationgded per time step, and to a lesser extent of timebar of
equations calculated for the applied turbulenceehod
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Fig. 3. CPU time comparison for transient simulations. G is relative to SST model CPU time of 100 tisteps. Loop
iterations per time steps were averaged over 108 steps. The line goes through the point of tHe Si®ulation result.

The line in Fig. 3 represents the CPU time per liv@mtion relative to the SST model: points lyadgpve the line
need more CPU time per iteration than the SST maualvice versa. The DES, LES and EARSM modelseatted
less CPU time per iteration than the SST model,red®e the SST and SAS models needed approximately th
same CPU time per iteration.

The RSM and EARSM models converge very slowly dre@associated relative CPU times were very high, i.
8.7 and 5.9, respectively. It seems that from thesgective of CPU time per time step the RSM andREM
models are not suitable for cases of an induspnimhp intake, as the flow phenomena are transiedtthe
required number of time steps might be large.

Although the LES turbulence model needed three ltenations per time step, it needed almost thees@mRU
time as the SST model, meaning that it neededtiess per iteration than the SST model. However, tBES
cannot be used for industrial cases, as discusemdopsly, since it inherently requires dense cotafonal
meshes. Generally, the SST computation is at xagirder less expensive than the LES one, sindeeis not
require as fine meshes as the LES turbulence model.

6. COMPARISON OF THE TURBULENCE MODELS

The current study is focused on a simulation ofannsubmerged vortex. The most interesting quastiire the
magnitude of the velocity and the turbulence kinetiergy (TKE). Although the experimental PIV dbjaY ulin
et al. ([6]) included only the two time-averaged;plane velocity components, a three-componentcitglo
magnitude is presented in Fig. 4, since the contpwvte- and three-component, velocity-magnitude ltesuere
qualitatively similar. In the studies of Tokyay a@dnstantinescu ([5] and [24]), the TKE (also dedoask) for

. . . . o I I .
the experimental results was estimated from th@ane velocity fluctuationsl,; and Ug, using

k=%[€ﬂ+m) @3)

For the steady-state simulations in Fig. 4 a medellKE is drawn, which is based on a solution tfaasport
equation for the TKE. For transient simulations shen of the resolved TKE is defined by

=SB (wf +@F). (4)

wherek is calculated from the resolved time-averaged mbiReynolds stresses, and the time-averaged mddelle
TKE is represented. The sum of both values is lsuallled the total TKE. For the LES simulation prihe
resolved TKE is shown, whereas the modelled paregdected. In Fig. 6 it is clear that although TE values
calculated from Eq. 3 and Eqg. 4 are not exactlysdume, they follow the same pattern. For the siiiplof the
comparison the values of TKE calculated using Eqredshown in Fig. 4, with the range equal to tege used

in [5] for the Y-plane. The magnitude of the velocity in Fig. 4 wasrmalized byU,, whereas TKE was
normalized bys?, whereU, is the mean velocity inside the pump column atthiet location.



The final, definitive version of this paper has bee published in Proceedings of the I nstitution of Mechanical
Engineers, Part A: Journal of Power and Energy, 225(6), 764—778, September 2011 by SAGE Publicats
Ltd, All rights reserved. © A. Skerlavaj, L. Skerget, J. Ravnik and A. Lipej.
http://online.sagepub.cgrdOl: 10.1177/0957650911403870

38
o R
e
ol |V
Yy
Ty

0

S =

c
=
C
=
<
C
ow

a) b) c) d)

Fig. 4. Comparison of results for different turbulence ®isd(a) and (b) show velocity magnitudeyinandX-plane; (c) and
(d) show TKE magnitude iM- andX-plane. Black rectangles in (a) and (c) represenhtbasurement windows; see the top
row of Fig. 9a and Fig. 9b, respectively.
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Fig. 6. Turbulence kinetic energy comparison for the LESutation at a centerline through the pump colufime turbulence

kinetic energy is calculated using Eq. (4), whereas khandk, are calculated by Eq. (3) from in-plane velocltictuations
in the X- andY-plane, respectively.

In Fig. 4 the EARSM, SAS-2007 and DES results areshown because of space limitations. The DEStresu
quite similar to the LES or SAS-CC result, wherttess EARSM result is similar to the SST result. B&S2007
result is almost identical to the SAS2005 resudinf@ed as SAS in Fig. 4).

All the turbulence models predict approximately Hagne shape for the velocity-magnitude distribu(ieig. 4a
and b). In contrast to [5], even the steady SSTpedation predicted similar velocity-magnitude valle=low the
pump-bell level as the LES and the experiment (&g.top row). However, compared to the LES, thehdpe of
the lower velocity magnitudes in the upper regibthe vortex (in the pump column) seem to be begitedicted
with any other turbulence model than with the S&bualence model.

In [5], the TKE of the steady SST computation proetlian annulus-like area of higher TKE values enghmp
column at an approximate diameter ofD,.and such TKE values did not reach the floors kbuir assumption that
the reason for this was a too coarse mesh in thgghell region, since our simulations show bettaaligative
agreement of the SST model (Fig. 4c and 4d, tapdjaas the high TKE values are located on the qapeerline
and extend to the floor.

The steady-state simulations, especially the SE&J. 4y and BSL EARSM models (not shown), predidizal low
TKE values compared to the LES computation andh¢oetxperiment (Fig 9b), due to the unsteady naifithe
flow. Compared to the LES result, the unsteady kitirans agree much better than the steady onesrimless,
the SST transient simulation predicts lower TKEueal than the LES (Fig. 5). It seems that for thesligtion of
such vortices it is much better to use either timvature-correction option for the SST model, oy ahthe SAS
models.

In our day-to-day computations the vortical struetuare usually represented by the Q-criterion atktf vortex
identification at a certain time-step (Fig. 5). Ti@criterion [32] is a simple method, applicabler fo
incompressible flows, defined with

Q=1 -Is’)>o. ®

where Q is the second invariant of the velocitydggat tensorQ is the vorticity tensor an& is the strain-rate
tensor. Vortical structures are found by lookingdgoositive value of Q, indicating that locallyetktrength of the
rotation prevails over the strain rate.

The LES model predicted the shape of the vortdiedtshe vortex rope, which may occur in the diffupart of a
water turbine under part loads. From Fig. 5 itlesac that the SAS-CC and DES vortex-rope shapegabest
agreement with the LES result. The SST and BSL BAR®dels failed to predict the vortex rope. The ST
predicted the shape of the bottom part of the xomtech better than the SST model, although it daite predict
the vortex rope. All the SAS models and SSG RSMilipted a vortex rope (Fig 5a). However, at a valtighe
Q-criterion in Fig 5b it was predicted only by t8BS-CC, SSG RSM, DES and LES.

From the comparison of the magnitude of the maxiwe#bcity and the maximal TKE in Plane 1 and onelih
(see Fig. 1b), which is not shown because of sfiauations, it was concluded that in general tledative
velocity gradients are not as high as the relafi¥& gradients. Therefore, the averaging time plysmportant
role in the comparison of the TKE inside the vortetween the measurements and the CFD simulatiothea
vortex meanders and the averaged TKE values bespmeared. For comparison: the highest measured TKE
value on Line 1, as published [5], is approximatelgZ/Uy* (also in Fig. 9b, top row), whereas in our LES
simulation the value is 0.kAJ,? on Line 1 and 1.38U,? in Plane 1. The result is probably indicating ttet
averaging time of the LES simulation should be Emdrherefore, in the second part of the study raydo
simulation with the selected turbulence model (SF& was made.
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The slope of a curve of a scaled time-averagedlatesoirculation in theZ-direction inside the pump column
(Fig. 7) can be used as a measure of the swirkogwin a pipe (Fig. 7). The circulation was cadted by using
Stokes' theorem as a surface integral of absoluticity in the Z-direction, scaled by, andD. It is clear that
most of the transient simulations follow the cumfethe LES result. The SST-model steady-state sitiaun
predicted a too large circulation at the pump-twelét, and also a slightly slower decay rate thhe LES
simulation. A slower decay rate was also foundh@ tase of the SST transient simulation betw&elD and
Z=1.71D. The SSG RSM turbulence-model simulation predietetightly lower swirl intensity at the bell-mouth
inlet and a slightly higher decay rate betw&erl.5D andZ=2.2D than the LES simulation. This may be either
due to the different initial result or due to th&eatences in the turbulence models. A jump in giationl at a
Z/D value of 2 is due to the diffuser expansion.
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Fig. 7. Comparison of scaled time-averaged circulafion Z-direction inside pump column. Dotted lines représteady-
state simulations. Line of LES simulation is heafe comparison purposes.
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In Fig. 8 the Reynolds stresses are compared. $irecaveraging for our simulations may not havenbeag
enough, as discussed in the previous paragraphsiand the computational time for the simulatioressviong
(approximately 1 month per simulation), the Reysoffresses shown are lying on the averaged cehtbeo
vortex instead of lying on the pump-column centexliin this way we have avoided the differences tizave
occurred due to the different "average" vortex fmsiin the simulations, either due to a too slxadraging time
or due to the differences in the turbulence modete "averaged" vortex position was defined ushmg points
with the highest total TKE, one per eagtplane slice. Of course, such points are distridbudéferently for
different simulations. To make the comparison easie Reynolds stresses are transformed into dyacdated
Cartesian coordinate system.

From Fig. 8 it can be seen that the SAS-CC and BiBe relatively well with the LES simulation rasulThe
SST-CC predicts lower values of the Reynolds st®ds the Z-direction (Fig. 8c). The SST simulation
completely failed, and the values for the Reynaltlssses are shown only up tZ aeight of D. Namely, as the
main vortex was not strong enough, the highest T{& points above th& value of D were lying close to the
pump-column wall due to another vortex being sudkeoh the flow, and not in the central vortex aréae to the
main vortex. For all the shear Reynolds stressesS#hS-based simulations agree relatively well it LES
simulation.

7. FINAL COMPARISON WITH THE MEASUREMENT DATA

For the second part of the study it was decidedbta longer computation with a chosen turbulencdehand to
compare it with the measurement data. If the figdiof the previous results and the facts aboutuhmilence
models are recapitulated it is easier to decidesfimh a model. First of all, the flows inside themp sump and
the vortex itself have a transient nature, so e hould be computed as a transient simulatidrerdfore, in
the subsequent text only the transient results vélidiscussed. The RSM models, including the algelones,
seem not to be suitable due to the considerablgelo€PU time compared to all the other treated hsodéde
SST and SST-CC models could not predict the vortgpe. The DES model uses a LES inside the main
computational domain and therefore encounters aéingesproblem as the LES: if the time step is tod hie
results would fail as the predicted eddy viscosityuld be too low [23]. Therefore, it would be bette use one
of the SAS models instead of the DES, as the SASahaolid theoretical background and is scale adapt
meaning that at too large time steps the eddy sigcadapts (increases). The SAS-CC model prediatesbult
very similar to the LES result when comparing thape of the vortex rope, much closer than the SA52hd
SAS2007 models. For all the reasons describedstdeaided to use the SAS-CC model as the final atiiugh
it needed one iteration per time step more tharsth® models.

In order to speed up the final computation it wesided to shorten the inlet channels and to siraule channels
separately. For the channel simulation a lengthQff channel diagonals was used. The computatioeahrhad
the same density as the original mesh, so the ehamesh consisted of 22 million elements (23.5iamillnodes).
The channels were simulated by a SST model. Thietouglocities, k and: were used as the inlet boundary
conditions for the pump sump.

The simulated length of the shortened pump sumpapasoximately the same as in [5], 3.4 The mesh was
also made a bhit sparser at the inlet and outlgtosecwhere the SAS term of the SAS model is nqiartant.
Thus, the final computational mesh consisted ofilBon elements (25.2 million nodes).

The final simulation of the pump sump was madeqisiire SAS2007 turbulence model with a CC option.tRe
initial solution the SAS-CC result (Table 2) wagdisThe new statistics began after time step 5d0asted for
another 75,000 time steps, as in [5].

In Fig. 9 and Fig. 10 the final results (the bottomws of Fig. 9 and Fig. 10) are compared to theeerental
data (top rows of Fig. 9 and Fig. 10), publishedhia study of Tokyay and Constantinescu [5]. In Bighe result
shows a relatively good, qualitative agreement withexperimental data, whereas in Fig. 10 a ga@ohtifative
agreement is observed. As the result captureshallimportant trends it can be concluded that th&-8£
turbulence model can be used for the simulaticth@fpump intakes.
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8. CONCLUSIONS

Transient phenomena in the pump intake were siedilaith different turbulence models in order toidedor a
model that is suitable for industrial pump-sumpesaffom the perspective of accuracy and, partialso the
CPU time. In the first part of the study elevendimtions were compared with the LES simulation wiitth the
published study of Tokyay and Constantinescu (2006)

The first part answered many questions regardiagctioice of the turbulence model. Namely, all tmbdlence
models, including the SST, have predicted the ajpea of a vortex. The predicted TKE of all theadiestate
simulations was too low since the simulated phenaage transient.

For the unsteady simulations, the SST model maglym® misleading results in terms of a quantitadisgessment
of TKE and regarding the Q-criterion of the voridentification. It is advisable to use the curvatgorrection
option as the TKE and Q-criterion agreement with tES results was much better and the CPU timesaser
was negligible.

In the case of fine computational meshes in the pbeil region it is quite tempting to use one o tBAS
models, as they managed to capture the existenttesofortex rope, besides the generally good ageaemith
the LES in all quantities. Again, it is advisabdeuse the curvature-correction option.

The BSL EARSM and SSG RSM models needed a lot &f @Re, as they converged relatively slowly complare
to the other models. Therefore, it is advisablage them on coarser meshes. Although the EARSM Instatited
to diverge, the results before the noticed flowraalies were quite similar to the SST model results.

The DES-SST model produced results similar to t&&.LSince the DES can produce misleading resulemwh
used with a too large time step and since it negukdd little less CPU time than the SAS-CC, wggast using
the latter one for industrial cases instead.

The best-practices guidelines for strongly swirliloyvs say that two-equation turbulence models oapnoperly
describe the flow, whereas the RSM models give mhedter results, at least regarding the mean \gl@sid
pressure. Even for the RSM and algebraic RSM mdtielgliscrepancy in the turbulence predictionstzafarge.
The observed case in this paper has confirmedwumaequation models, such as the SST model, uncsliqi the
vortex itself and the turbulence kinetic energyeTRSM model has shown great improvement over the SS
model, but it seems much better to use the CC optith the two-equation models than the full RSMdwls, as
the computational time for the RSM is at least ¢htimes larger than for the SST-CC or SAS-CC modetsto
larger time per iteration and due to a slower cogeece.

In the second part of the study a longer simulatiith the SAS-CC turbulence model was made. Thepesison
with the experimental values showed relatively gqadlitative and quantitative agreement, meaniagjttie SAS
turbulence model with the curvature-correction @pitan be used for industrial pump-sump cases.

In the current study the results were obtained aerg fine mesh (and with small time steps) so thattime
needed for the computations was relatively largis. éxpected that by using a slightly coarser n{éshinstance,
as in [5]) and allowing the use of wall functiotse SAS-CC turbulence model should produce resiflthe
same accuracy as the LES simulation on an ordemagfhitude finer grid. By using such a mesh the ®AS-
turbulence model can be applicable to the pump-sadystrial cases, even without a supercomputer.
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APPENDIX

Notation

D = diameter of pump column above the surface level;
k = turbulence kinetic energy;
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k; = turbulence kinetic energy, calculated from inqalavelocity fluctuations at a plane normal ttirection;
r = radial velocity in rotated Cartesian coordingtstem;

Q = second invariant of velocity gradient tensor;

S = strain rate tensor;

t = tangential velocity in rotated Cartesian coortbreystem;
Uo= mean velocity in the pump column above the serfatel;
U = velocity magnitude;

u= velocity vector;

u; = velocity component in thiedirection;

Up; = velocity component in the in-planélirection;

u' = velocity fluctuation;

w = velocity inZ direction;

X = X Cartesian coordinate;

Y =Y Cartesian coordinate;

Z =Z Cartesian coordinate;

I" = circulation;

Q = vorticity tensor;

v = kinematic viscosity; and

p = density.



