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#### Abstract

In this article, single-phase, computational-fluid-dynamics simulations of free-surface vortices are presented. The purpose of the simulations is to determine the appropriate turbulence model for free-surface vortices, which could later be applied to simulations of flow in various engineering systems. The water flow in the laboratory model of a free-surface vortex was numerically simulated by unsteady single-phase computations. The vortex circumferential velocity, the downward velocity inside the vortex core and the predicted length of the free-surface vortex gas core were compared with available measurements. For the two-equation turbulence models, the results indicated the importance of the curvature correction (CC). The effect of the time-step size and the choice of the advection scheme were analyzed. For the tested case, it was determined that the unsteadiness of the flow was insufficient for the correct behavior of the scale-adaptive simulation (SAS) turbulence model. With the CC option, the shear-stress-transport (SST-CC) turbulence model and the SAS-CC turbulence model can both be used for such predictions; however, the SAS-CC model was found to be more reliable. Single-phase simulations successfully predicted the gas-core length for vortices with a short gas core. However, for long cores, the length was underpredicted.
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## 1. INTRODUCTION

The prediction of free-surface vortices (Fig. 1) is necessary in various engineering systems, most often because of their detrimental effects on the operation of such systems. The presence of vortices in a fluid can cause problems during operations because of the inhomogeneous velocity distribution. An example is the deterioration of the pump's operation due to subsurface vortices (ANSI/HI, 2012), which can eventually result in pump failure. In addition to an inhomogeneous velocity distribution, free-surface vortices with gas cores can cause gas entrainment from the liquid surface into the engineering systems. In the case of a very strong, downwardvelocity gradient, the gas core is extended all the way to the source of the downward velocity in a liquid (Fig. 1, left vortex). It is also possible that bubbles detach from the core tip, or a part of the core is chopped off (Kimura et al., 2008). The bubbles are then entrained into engineering systems because of the strong downward flow in the fluid.
Gas entrainment is particularly undesirable in nuclear reactors where the coolant forms a freesurface, such as in sodium-cooled fast-breeder reactors (SFR) (Sakai et al., 2008). The gas
bubbles can cause fluctuations in the reactivity through the void effect, which is inconsistent with the stable operation of the reactor. It is worth mentioning that the gas entrainment in SFRs is not necessarily related only to strong free-surface vortices with a long gas core. Satpathy et al. (2013) made a classification of all the sources of gas entrainment: due to a drain-type vortex (the current study), due to a vortex-induced gas entrainment (Kimura et al., 2008), due to liquid falling on a free surface near the vessel walls (Satpathy et al., 2013), due to shearing at the liquid-gas interface (Durve and Patwardhan, 2012), due to the dissolution of the gas and due to a rotation-induced entrainment near a pump shaft. The vortex-induced gas entrainment occurs in a wake region behind the obstructions due to the high velocity at the fluid surface (Kimura et al., 2008). In this article we deal only with gas entrainment due to a drain-type vortex.
Gas ingestion due to a free-surface vortex can also occur from the tanks or recirculation sumps into the emergency core-cooling system (ECCS), into the decay-heat-removal (DHR) system and/or containment spray (CS) systems after a loss-ofcoolant accident (LOCA) in pressurized-water reactors (Blömeling et al., 2010; US NRC, 2006; US NRC, 2008). When referring to the ingestion
of gas from recirculation sumps, the case is related to a broader picture of reliable pump operation in pump intakes - it is well known that strong sub-surface or free-surface vortices (the gas entraining being the strongest ones) in pump intakes can have detrimental effects on the pump's operation or even lifetime. The most common examples of pump intakes are the intake for a cooling-water (CW) system of nuclear or thermal power plants, an intake for an essential-service-water (ESW) system of nuclear power plants and intakes for large irrigation systems. In all these systems, strong sub-surface or freesurface vortices are undesirable.
Sakai et al. (2008), who were performing research related to the feasibility of a Japanese SFR (JSFR), proposed design criteria for the prediction of gas entrainment from vortex dimples based on a computational-fluid-dynamics (CFD) method. Such criteria would facilitate the future design of the JSFR. As a part of the research, several cylindrical, free-surface, vortex test vessels (e.g., by Monji et al. (2010)) were designed. The criteria were established based on laminar (i.e., without any turbulence model) single-phase simulations of the vortices in the vessels. The prediction of the length of the gas core of the freesurface vortices was determined in a postprocessing phase, based on the assumption of the Burgers vortex model (Burgers, 1948) with respect to the free-surface vortices.
In the reactor vessel of the JSFR (Kimura et al, 2008), as well as in the pump intakes (ANSI/HI, 2012), the flow is turbulent. In order to check the suitability of the turbulence models for the prediction of the free-surface vortices in the JSFR, Ito et al. (2006) designed a free-surface flow case with vortices, shedding from a square rod, and with a suction tube placed below the water surface in the wake region. Two-phase-flow numerical simulations without the turbulence model and with the Renormalization Group (RNG) $k-\varepsilon$ turbulence model were compared with the experiment. The RNG $k-\varepsilon$ turbulence model predicted a turbulent viscosity that was too large. This resulted in an underestimated gas entrainment. Although the laminar simulation can predict free-surface vortices well, such a solution will not give a proper prediction of the turbulent bulk flow, which will in turn affect the prediction of the vortices (their position and strength). Therefore, it is worth finding a suitable turbulence model for such flows. It should be mentioned that Merzari et al. (2009) tested large-eddy simulation (LES) and detached-eddy simulation (DES) turbulence models on a case of a free-surface
vortex model and obtained slightly better results with the LES model.
The current study presents a thorough test of the behavior of turbulence models on a Monji's vortex case (Monji et al., 2010), which was a reference case for the study of Sakai et al. (2008). Like in the latter study, the simulations were performed as single-phase simulations, and the previously mentioned method of prediction for the length of the gas core of the free-surface vortices was used in a post-processing phase. Although it would be natural to think first of a two-phase (water and air) simulation for accurate predictions of the vortices in the pump sump, such a simulation demands a lot of computing power. In general, two-phase flow simulations need a very fine mesh to resolve the gas-liquid interface accurately. This is the case for the homogeneous and the inhomogeneous type of two-phase model. In cases such as the JSFR vessel or a pump intake, free-surface vortices often appear intermittently and change their location, which means that the simulations should be performed as transient ones and that it is important to make a fine mesh for the whole region in which the vortices with gas cores may appear. Ito et al. (2009) developed a highprecision volume-of-fluid algorithm for numerical simulations of gas-entrainment phenomena. The validation was performed for a vortex with a fully developed gas core that reached the suction mouth. Blömeling et al. (2010) have tried to use a homogeneous, Eulerian-Eulerian, two-phase model and obtained an underestimated length for the gas core. On the other hand, Merzari et al. (2009) performed simulations of a free-surface vortex with single-phase and homogeneous twophase models. The single phase model incorrectly predicted peak downward velocity near the water surface. The two-phase model correctly predicted the shape of a vortex gas core of a fine mesh, whereas the length of the gas core was underestimated for a slightly coarser mesh.
Because single-phase simulations need less computing power than two-phase simulations, it is desirable to perform a single-phase (water) simulation instead. In such a case the information about the gas core of the vortex, which might start to entrain air into the pump bell, is lost. An additional vortex model is needed to convert a single-phase result into a result with a physical meaning. For instance, the vortex may be treated as a Rankine vortex (as was the case with Li et al. (2008)) for its simplicity, or a Burgers vortex (Burgers, 1948) (as was the case with Sakai et al. (2008) and by Okamura and Kamemoto (2005))
for its ability to predict the axially accelerated vortices.


Fig. 1 Free-surface vortices (type VI from the classification in ANSI/HI; 2012) appearing in badly designed pump-intake structure. White arrow: flow direction; solid line: sharp wall corners; dashed line: water surface level; black arrows and dotted lines: indication of surface vortices and length of their gas cores, respectively. Source: photo archive of Turboinštitut (Pumps Programme).


Fig. 2 Test-case geometry: (a) scheme of free-surface vortex appearing in laboratory model; (b) typical vortical structures of numerical model (iso-surface $Q=0 \mathrm{~s}^{-2}$ ).

For the test case, the outlet-pipe Reynolds number varied between 5,900 and 10,500, depending on the discharge rate setting. In other engineering cases, often a higher (but sometimes also a lower) Reynolds number may be needed. For instance, in experimental tests of the suitability of pumpintake models (Fig. 1), where the strength of the sub-surface and free-surface vortices is observed, the Reynolds number at the pump's bell mouth exceeds 60,000 (ANSI/HI, 2012). By using such a high value a similarity of the flow between the pump-intake model and the prototype is assured, because the scaling of structures with a freesurface (as opposed to closed conduit systems) is performed for the Froude number (and not the Reynolds number) similarity. Despite the somewhat lower Reynolds number in the
observed case, the flow behavior and the conclusions are in accordance with our similar studies for a higher Reynolds number. The first such study (Škerlavaj et al., 2011) was of subsurface vortices (for a pump bell Reynolds number of $1.7 \times 10^{5}$ ). There it was concluded that the scale-adaptive simulation turbulence model with the curvature correction (SAS-CC) was an optimal turbulence model, and that even a shearstress transport model with a curvature correction (SST-CC) might be a possible choice for the bottom part of the floor vortex. The Reynolds stress models (RSMs) were computationally too expensive, whereas the result of the baseline explicit algebraic RSM model (BSL EARSM) was (in addition to the long computational time needed) not any better than that of the SST model. The second study, partially presented in (Škerlavaj, 2011), was a successful test of the procedure described in this article for the simulation of a pump-intake model (for a Reynolds number of $6.0 \times 10^{4}$ ) with two freesurface vortices, using the SAS-CC turbulence model. The goal of the present article is, therefore, to determine which (if any) of the turbulence models might be suitable for the simulations of free-surface vortices for flows in various engineering systems, for instance in some nuclear-reactor vessels or in pump intakes.
The CFD simulations were performed by the commercial CFD solver Ansys CFX (2011), which uses an element-based finite-volume method.

## 2. TEST-CASE MODEL

The test-case geometry (Fig. 2) is based on one of the physical models used for measurements by Monji et al. (2010). The diameter $D$ of the cylindrical vessel (Fig. 2) is 0.2 m , the width of the inlet channel is 0.02 m , and the diameter $d$ of the outlet pipe is 12.5 mm . The vessel was filled with water up to the level $H=0.25 \mathrm{~m}$ from the bottom of the vessel. In the simulations the length of the shorter side of the inlet channel $\left(L_{i n}\right)$ was 0.34 m and the outlet pipe length $\left(L_{\text {out }}\right)$ was 0.1 m . The water flows into a narrow open channel and then enters into the cylindrical vessel at its side. The water rotates in the vessel (Fig. 2a) and exits through the outlet pipe at the bottom of the vessel. Due to the rotation a free-surface vortex is formed in the centre of the vessel. The water surface at the vortex core is deformed and such an air core can be a few centimeters long $\left(L_{g c}\right)$. In the experiment, the relationship between the inlet discharge rate $Q$ and the length of the vortex gas
core $L_{g c}$ was observed, up to the start of the airbubble detachment from the tip of the free-surface vortex gas core. The values of the dimensionless numbers and their definitions are presented in Table 1.
The vortex test model in the study of Monji et al. (2010) was designed to represent a free-surface vortex in a reactor vessel of JSFR. This test case can also be used for a study of the free-surface vortex occurring in a pump sump, as the liquid level is similar to the liquid level inside the model of the pump intake and the average velocity inside the outlet pipe is similar to the average velocity at the pump bell entrance of the model of the pump intake. For instance, in one of our commercial projects involving pump-intake model testing, the liquid level was 0.305 m and the average velocity at the pump bell entrance was $0.91 \mathrm{~m} / \mathrm{s}$. For the observed case of the study of Monji et al. (2010), the liquid level was 0.25 m and the average velocity in the outlet pipe was between $0.61 \mathrm{~m} / \mathrm{s}$ and $1.06 \mathrm{~m} / \mathrm{s}$, depending on the discharge rate observed.

Table 1 Non-dimensional numbers. The $\mathrm{Re}_{\text {vortex }}$ was assessed from the laminar simulations. The Froude numbers are calculated as $\mathrm{Fr}_{d}=U / \sqrt{g \cdot d}$ and $\mathrm{Fr}_{H}=U / \sqrt{g \cdot H}$. Weber number is calculated as $\mathrm{We}=\rho U^{2} d / \sigma$.

| Discharge rate <br> $[1 / \mathrm{min}]$ | $\mathrm{Re}_{d}$ | $\mathrm{Re}_{\text {vortex }}$ | We | $\mathrm{Fr}_{d}$ | $\mathrm{Fr}_{H}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4.5 | 7,600 | 6,800 | 64 | 1.75 | 0.390 |
| 5 | 8,400 | 7,800 | 79 | 1.94 | 0.434 |
| 6 | 10,100 | 9,900 | 114 | 2.33 | 0.520 |
| 7 | 11,800 | 12,200 | 155 | 2.71 | 0.607 |
| 7.5 | 12,700 | 13,500 | 178 | 2.91 | 0.650 |
| 7.8 | 13,200 | 14,100 | 193 | 3.03 | 0.676 |



Fig. 3 Test-case computational mesh: (a) mesh topology sketch; (b) mesh.

## 3. NUMERICAL MODEL

### 3.1 Computational mesh

A block-structured mesh with 790,000 elements was used (Fig. 3). The number of elements on the vessel surface is 20 per edge "a" (Fig. 3a), 15 per edge " $b$ " and 43 per edge " $c$ ". The number of nodes in the $Z$-direction inside the main vessel is 110. The height of the first element at the water surface and of the elements inside the vessel (in $Z$-direction) is 3 mm . In the radial direction, the height of the first element at the vessel wall (edge " c ") is 2.5 mm . The minimum orthogonality angle was 26.5 , the maximum expansion factor was 3 and the maximum aspect ratio was 84 . The calculated average $y^{+}$values with the SAS-CC turbulence model were below 2.5 at the vessel bottom and up to 7.5 at the vessel walls for the 6 $1 /$ min discharge case.
The type of the problem was found to be prohibitive for a mesh independence study with the Courant number equal to one and with the number of elements being multiplied by a factor of two in each direction. The main reason was the long simulation time ( 1150 s ). The secondary reason is that denser meshes need smaller timestep sizes to yield the same Courant number as the sparser ones. As the CFX is an implicit solver and therefore the solution is stable even for Courant numbers larger than one, the simulations with the SAS-CC model were performed on two other meshes (at discharge rate $61 / \mathrm{min}$ ), the one with 4.2 million and the other one with 17.3 million elements, with the same time-step size ( 0.01 s ). Both results were qualitatively similar to that obtained with the mesh presented in this article - the predicted circumferential velocity in the potential (outer) part of the vortex was closer to the measured values, but it was still higher than the measured values (Škerlavaj, 2011).

### 3.2 Boundary conditions

The test case was calculated as a single-phase simulation with a flat water surface, specifying a free-slip boundary condition at the water surface. A flat water surface is a common practice in single-phase simulations of pump-intake models, used for instance by Rajendran et al. (1999), Ito et al. (2010) and Matsui et al. (2006). For the walls, a no-slip boundary condition was specified. For the inlet boundary condition (Fig. 2) the mass flow was specified according to the data in Monji et al. (2010) and for the outlet an average static pressure was specified. It was tested to ensure that
the inlet channel was long enough for the laminar profile to develop. In cases where turbulence models were used, a one-percent turbulence intensity was specified at the inlet. A separate simulation of a channel flow revealed that the velocity profile obtained with one percent of turbulence intensity was similar to the one obtained with a laminar simulation. For the plane $Z=0.125 \mathrm{~m}$, the maximum velocity for the SST model was two percent smaller than the one predicted with the laminar simulation. In addition, based on a comparison of the velocity field between a five-percent and a one-percent inlet turbulence intensity in a vortex model vessel, it was concluded that the impact of the inlet turbulence intensity on the result could be neglected.
The number of simulations needed for the comparisons was large, as the measurements of the downward velocity, the circumferential velocity and the length of the free-surface vortex gas core in the work of Monji et al. (2010) were performed for different volumetric flow rates. Namely, at $20^{\circ} \mathrm{C}$ the circumferential velocity was measured at $4.5 \mathrm{l} / \mathrm{min}$ and $6 \mathrm{l} / \mathrm{min}$, the downward velocity was measured at $4.5 \mathrm{l} / \mathrm{min}$ and $7.8 \mathrm{l} / \mathrm{min}$ and the length of the free-surface vortex gas core was measured at 5, 6, 7 and $7.5 \mathrm{l} / \mathrm{min}$. Forty-two of the simulations that were performed are presented in Table 2.

### 3.3 Numerical schemes

Several types of advection schemes were tested in the simulations. The advection schemes can be written in the form $\varphi_{i p}=\varphi_{u p}+\beta \cdot \partial \varphi / \partial x_{j} \cdot\left(x_{i p}-x_{u p}\right)_{j}$, where $\varphi_{i p}$ represents the value of a scalar variable at the integration point $i p, \varphi_{u p}$ is the value at the upwind node and $\left(x_{i p}-x_{u p}\right)_{j}$ is a component of a vector from the upwind node to the integration point (ANSYS, 2011). The subscript $j$ represents the Einstein summation notation. A particular choice of the correction factor $\beta$ and $\partial \varphi / \partial x_{j}$ yields different schemes that were used in the simulations (Table 2).
For the scheme that was denoted a 'second-order' scheme in Table 2, the $\beta$ was set to one and $\partial \varphi / \partial x_{j}$ was set to the average of the adjacent nodal gradients (ANSYS, 2011). The gradients at the nodes (of a general scalar variable $\varphi$ ) are computed using Gauss' divergence theorem as

$$
\begin{equation*}
\partial \varphi / \partial x_{j}=\frac{1}{V} \sum_{i p}\left(\varphi n_{j}\right)_{i p} \tag{1}
\end{equation*}
$$

where $n_{j}$ is a component of the outward-pointing normal vector of the surface segment through an integration point and $V$ is the volume around the node. The scheme is formally second-order accurate in space, but it is unbounded and may produce non-physical oscillations.

Table 2 Computation matrix.

| Turb. model | Num. scheme | Time-step | Discharge rate $[1 / \mathrm{min}]$ |
| :---: | :---: | :---: | :---: |
| Laminar | high-resolution | 0.1 s | $4.5,6,7$ and 7.8 |
| Laminar | high-resolution | 0.001 s | 6 |
| Laminar | Second order | 0.1 s | $4.5,5,6,7,7.5$ and 7.8 |
| Laminar | Second order | 0.01 s | 6 |
| Laminar | Second order | 0.001 s | 6 |
| $k-\varepsilon$ RNG | high-resolution | 0.1 s | 4.5 |
| SST | high-resolution | 0.1 s | 4.5 |
| SST-CC | high-resolution | 0.1 s | $4.5,6,7$ and 7.8 |
| SST-CC | high-resolution | 0.01 s | $4.5,6,7$ and 7.8 |
| SAS | high-resolution | 0.01 s | $4.5,6$ and 7.8 |
| SAS-CC | high-resolution | 0.1 s | 4.5 |
| SAS-CC | high-resolution | 0.01 s | $4.5,6,7$ and 7.8 |
| SAS-CC | Second order | 0.01 s | $4.5,5,6,7,7.5$ and 7.8 |
| SAS-CC | Hybrid | 0.01 s | 6 |
| SAS-CC | high-resolution | 0.001 s | $4.5,6,7$ and 7.8 |

The second scheme that was used, and which is also the default scheme for the SST model in the Ansys CFX solver, was the 'high-resolution' (HR) scheme (ANSYS, 2011). The scheme is a bounded, second - order, upwind - biased discretization, which limits the numerical advection correction (the term $\left.\beta \cdot \partial \varphi / \partial x_{j} \cdot\left(x_{i p}-x_{i p p}\right)_{j}\right)$ in order to suppress possible oscillations due to large gradients. In this scheme, the values of $\beta$ and $\partial \varphi / \partial x_{j}$ from the upwind node are used. The value of $\beta$ is calculated using the methodology of Barth and Jespersen (1989). First, the bounding values $\varphi_{\text {min }}$ and $\varphi_{\text {max }}$ are determined for each node. Then, for each integration point, the value of $\beta_{\mathrm{ip}}$ is limited to ensure that $\varphi_{\text {min }} \leq \varphi_{i p} \leq \varphi_{\text {max }}$. The nodal value of $\beta$ is the minimum value of all the $\beta_{\mathrm{ip}}$ surrounding the node. The value of $\beta$ is also limited by 1 . When this scheme was used in the simulations, no label about the scheme is given in the graphs.
The third scheme used was the hybrid scheme (Strelets, 2001). The scheme is a blending between the central-difference scheme (CDS) in the LES regions and the high-resolution scheme in the RANS regions. The blending is achieved with the blending function $\sigma$ as $\varphi_{i p}=\sigma \varphi_{i p, U}+(1-\sigma) \varphi_{i p, C}$, where the subscripts $U$ and $C$ represent the upwind and central-difference schemes, respectively. The blending function $\sigma$ is a function of $C_{D E S} \Delta_{\text {max }} / L$, where $L$ is a turbulent length scale, $\Delta_{\max }$ is the maximum length of a neighboring grid edge and $C_{D E S}$ is a value, blended between 0.61 and 0.78 in the $k-\varepsilon$ and $k-\omega$ region, respectively. The value of $\sigma$ is close to zero in the LES regions and close to one in the RANS regions. In addition, in irrotational regions the upwind scheme is used.
The second-order backward Euler transient scheme was used as an implicit time-stepping scheme. The scheme is not bounded.

### 3.4 Time-averaging method

All the cases were calculated as transient runs. The convergence criterion for each time step was set to $10^{-5}$ for the RMS velocity residuals. If the magnitude was not satisfied within 10 loops per time step, the simulation would proceed with the next time step. The total simulation time was 1150 s . The vortex core is fully formed after 600 s , which was determined in analyses of each simulation result by observing the instantaneous values of downward velocity, the vortex gas-core length and the maximum circulation.

The simulation results were compared to measurement data published in the work of Monji et al. (2010). The comparison was made for the time-average circumferential velocity, the highest downward velocity inside the core of the vortex (colored-dye velocity in the experiment; from now on denoted as 'downward velocity'), and for the vortex gas-core length. The comparison was made at a water temperature of $20^{\circ} \mathrm{C}$.
Statistical averaging was performed from 600 s onwards. The average circumferential velocity was obtained from the averaged velocity field. The downward velocity and the vortex gas-core length were, however, averaged over the instantaneous values written to the transient files at 5 s intervals from time 600 s onwards. The instant downward velocities were calculated as the maximum downward velocity near the vortex core, determined for $Z$-planes with a $Z$-step size of 0.001 m .
To estimate the statistical error $\varepsilon$ of the mean values of the downward velocity and of the vortex gas-core length a procedure by Mockett et al. (2010) was used. In general, the difficulty in estimating the error is that the true mean value of an observed variable $\bar{\varphi}$ cannot be known because the statistical sample is always of a finite length. One way of estimating the statistical error is to divide a signal of length $T$ into a series of windows of length $T_{w}$. Such a statistical error depends on the window size and is estimated as

$$
\begin{equation*}
\varepsilon\left(T_{w}\right) \approx \sqrt{\left\langle\left(\hat{\varphi}_{T w}-\hat{\varphi}_{T}\right)^{2}\right\rangle} / \hat{\varphi}_{T w} \tag{2}
\end{equation*}
$$

where $\hat{\varphi}_{T}$ is the mean value of a variable in a signal of length $T, \hat{\varphi}_{T_{w}}$ is the mean value in the observed window $T_{w}$ and the symbol $\rangle$ is used for averaging over the windows (Mockett et al., 2010). When $T_{w}$ approaches $T$ the estimation becomes unreliable because of the small number of windows available. Mockett et al. (2010) have provided a procedure to estimate the error conservatively. The error for the mean value is based on an analytical expression for a bandwidth-limited Gaussian white noise and is estimated as

$$
\begin{equation*}
\varepsilon \approx \frac{1}{\sqrt{2 B T}}\left(\frac{\sigma_{T}}{\hat{\varphi}_{T}}\right) \tag{3}
\end{equation*}
$$

where $\sigma_{T}$ is the standard deviation of a signal of size $T$. The unknown parameter $B$ is determined by fitting the curve from Eq. (2). Mockett et al. (2010) have shown that for all the values of $T_{w}$ the error from Eq. (3) is larger than or equal to the
error from Eq. (2), and that even for large $T_{w}$ the error can still be quantified.
The final simulation time of 1150 s was long enough to apply the procedure by Mockett et al. (2010), because in most cases a window size (of the moving average) of approximately five values (corresponding to 25 s ) was sufficient to satisfy the necessary condition $B T \geq 5$. A longer final time of the simulations ( 1150 s ) resulted in smaller values of the error of the mean values. In the case of the downward velocity, the error $\varepsilon$ was estimated to be smaller than $1.5 \%$ for laminar simulations, smaller than $1 \%$ for SAS-CC simulations and smaller than $0.7 \%$ for SST-CC simulations. In the case of the vortex gas-core length, the error of the laminar, SAS-CC and SSTCC values was estimated to be smaller than $7.5 \%$, $3.7 \%$ and $3.9 \%$, respectively. It should be mentioned that the $95 \%$ confidence interval for the true mean value $\bar{\varphi}$ (for infinite sample length) is given by $\hat{\varphi}_{T} /(1+2 \varepsilon) \leq \bar{\varphi} \leq \hat{\varphi}_{T} /(1-2 \varepsilon)$ (Mockett et al., 2010).

## 4. TURBULENCE MODELS

The purpose of the present study is to find a suitable turbulence model for (single-phase) simulations of the free-surface vortices in some engineering systems. Traditionally, for freesurface vortices the inviscid (Ansar et al. 2002) or laminar (Sakai et al. 2008) simulations were often used, as they can predict the vortex filaments stretching and the diffusion of the vorticity is not too large. In contrast, because of the locally large eddy viscosity the standard RANS models tend to predict only very large-scale vortical structures, either in the case of vortical or unstable flow. As pointed out by Menter et al. (2010), such behavior is not a result of the averaging procedure itself, but from the conception of the RANS models. With a proper formulation of RANS models (either by the inclusion of the von Karman length scale in its transport equations or by the inclusion of the 'curvature-correction' option), the improved models can predict results that are as accurate as the Reynolds stress models, as shown, for instance, in Shur et al. (2000). With the recent progress in turbulence modeling, the newly formulated two-equation RANS models might be appropriate for the prediction of free-surface vortices, which would place them in a superior position to inviscid or laminar simulations, as the flow in many engineering systems (e.g., pump intakes) is turbulent.

Besides laminar simulations (i.e., without any turbulence model), simulations with several turbulence models were performed in the current study: RNG $k-\varepsilon$, SST, SST-SAS and Zonal LES in combination with SST-SAS. The SST and SSTSAS turbulence models were calculated with and without the curvature correction (CC). The laminar simulation was performed because of the viscous core of the main vortex (Fig. 2) and as a result of the positive results in the study of Sakai et al. (2008). The RSM and EARSM models were not tested because of the long computing times (Škerlavaj et al., 2011).

### 4.1 Two-equation RANS models

The standard, two-equation turbulence models are well known. The models in this group have two additional transport equations in order to represent the turbulent properties of the flow.
The RNG $k-\varepsilon$ model (Yakhot et al., 1992) is based on the renormalization group analysis of the Navier-Stokes equations. It has the same transport equations for the turbulence kinetic energy $k$ and for the dissipation rate of the turbulence kinetic energy $\varepsilon$ as the standard $k-\varepsilon$ model, but has slightly different model constants. The constant $C_{\varepsilon 1}$ (which is multiplied by the production term $P_{k}$ in the $\varepsilon$ transport equation) is replaced by the function (ANSYS, 2011)
$C_{\varepsilon \mathrm{EIRNG}}=1.42-\frac{\eta\left(1-\frac{\eta}{4.38}\right)}{1+\beta_{\mathrm{RNG}} \eta^{3}} ; \eta=\sqrt{\frac{P_{k}}{\rho C_{\mu \mathrm{RNG}} \varepsilon}}$
where $\rho$ is the fluid density, $\varepsilon$ is the turbulence dissipation rate, whereas $\beta_{\text {RNG }}$ and $\mathrm{C}_{\mu}$ are constants equal to 0.012 and 0.085 , respectively. Occasionally, (e.g., see Galván et al. (2011)) the RNG $k-\varepsilon$ model is reported to produce better results for swirling flows than the standard $k-\varepsilon$ model. It should be noted, however, that the RNG model in Fluent code includes a swirl modification for the eddy viscosity, which might be the main reason for the good results of the RNG model in the case of Galván et al. (2011).
The SST turbulence model is a very frequently used model. It is a blend between the $k-\varepsilon$ model, used in the domain interior, and the $k$ - $\omega$ model, used near walls. It also limits the eddy viscosity. The version of the SST turbulence model used in the study was presented by Menter et al. (2003). The $k$ and $\omega$ equations read as
$\frac{\partial(\rho k)}{\partial t}+\frac{\partial}{\partial x_{j}}\left(\rho \bar{u}_{j} k\right)=\tilde{P}_{k}-\beta^{*} \rho k \omega+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{k 3} \mu_{t}\right) \frac{\partial k}{\partial x_{j}}\right](5)$

$$
\begin{align*}
& \frac{\partial(\rho \omega)}{\partial t}+\frac{\partial}{\partial x_{j}}\left(\rho \bar{u}_{j} \omega\right)=\alpha_{3} \frac{\omega}{k} \tilde{P}_{k}-\beta_{3} \rho \omega^{2} \\
& \quad+2\left(1-F_{1}\right) \rho \sigma_{\omega 2} \frac{1}{\omega} \frac{\partial k}{\partial x_{j}} \frac{\partial \omega}{\partial x_{j}}+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{\omega 3} \mu_{t}\right) \frac{\partial \omega}{\partial x_{j}}\right] \tag{6}
\end{align*}
$$

where the constant $\beta^{*}$ is equal to $0.09, \rho$ is the fluid density, $\bar{u}_{j}$ is a component of the average velocity, $\mu$ is the dynamic viscosity, $k$ is the turbulence kinetic energy and $\omega$ is the turbulence eddy frequency. The Einstein summation convention is used. The constants with the index 3 are linear combinations that result from the blending of the underlying $k-\varepsilon$ and $k-\omega$ models and are calculated as $\Phi_{3}=F_{1} \Phi_{1}+\left(1-F_{1}\right) \Phi_{2}$, where $\Phi$ represents a respective constant and the indices 1 and 2 represent the values from the $k-\omega$ and transformed $k-\varepsilon$ equations, respectively. The blending function $F_{l}$ is defined by
$F_{1}=\tanh \left[\left(\min \left[\max \left(\frac{\sqrt{k}}{\beta^{*} \omega y}, \frac{500 \mu}{y^{2} \omega \rho}\right), \frac{4 \rho \sigma_{\omega 2} k}{C D_{\text {k }} y^{2}}\right]\right)^{4}\right]$
where $y$ is the distance to the nearest wall and
$C D_{k \omega}=\max \left(2 \rho \sigma_{\omega 2} \frac{1}{\omega} \frac{\partial k}{\partial x_{j}} \frac{\partial \omega}{\partial x_{j}}, 10^{-10}\right)$
The eddy viscosity is defined by
$\mu_{t}=\frac{a_{1} k \rho}{\max \left(a_{1} \omega, F_{2} S\right)}$.
The magnitude of the strain rate is defined by
$S=\left(2 S_{i j} S_{i j}\right)^{1 / 2} ; S_{i j}=\frac{1}{2}\left(\frac{\partial \bar{u}_{i}}{\partial x_{j}}+\frac{\partial \bar{u}_{j}}{\partial x_{i}}\right)$
The second blending function $F_{2}$ is defined by
$F_{2}=\tanh \left(\left[\max \left(\frac{2 \sqrt{k}}{\beta^{*} \omega y}, \frac{500 \mu}{y^{2} \omega \rho}\right)\right]^{2}\right)$
The production term is defined by
$\tilde{P}_{k}=\min \left(\mu_{t} \frac{\partial \bar{u}_{i}}{\partial x_{j}}\left(\frac{\partial \bar{u}_{i}}{\partial x_{j}}+\frac{\partial \bar{u}_{j}}{\partial x_{i}}\right), 10 \cdot \beta^{*} \rho k \omega\right)$
Finally, the constants are given as: $\alpha_{1}=5 / 9$, $\beta_{1}=3 / 40, \sigma_{\mathrm{k} 1}=0.85, \sigma_{\omega 1}=0.5, \alpha_{2}=0.44, \beta_{2}=0.0828$, $\sigma_{\mathrm{k} 2}=1, \sigma_{\omega 2}=0.856$ and $a_{1}=0.31$.

### 4.2 SAS model

The SAS turbulence model is a recent development. The version of the model used in this study is thoroughly described in the work of Egorov and Menter (2008). The model was developed as the $k-\sqrt{k} L$ model, where $L$ is an integral length scale of the turbulence, and then transformed into the SST-SAS model. The SSTSAS model is an SST model with an additional
source term $Q_{\text {SAS }}$ in the $\omega$ transport equation (Egorov and Menter, 2008),

$$
\begin{align*}
& Q_{S A S}=\max \left[\rho \zeta_{2} \kappa S^{2}\left(\frac{L}{L_{v K}}\right)^{2}\right.  \tag{13}\\
& \left.-C_{S A S} \frac{2 \rho k}{\sigma_{\Phi}} \max \left(\frac{1}{\omega^{2}} \frac{\partial \omega}{\partial x_{j}} \frac{\partial \omega}{\partial x_{j}}, \frac{1}{k^{2}} \frac{\partial k}{\partial x_{j}} \frac{\partial k}{\partial x_{j}}\right), 0\right]
\end{align*}
$$

with

$$
\begin{equation*}
L_{\mathrm{k}}=\kappa\left|\frac{U^{\prime}}{U^{\prime \prime}}\right| ; \quad L=\sqrt{k} /\left(c_{\mu}^{1 / 4} \omega\right) ; U^{\prime \prime}=\sqrt{\frac{\partial^{2} \bar{u}_{i}}{\partial x_{k}^{2}} \frac{\partial^{2} \bar{u}_{i}}{\partial x_{j}^{2}}} ; U^{\prime}=\sqrt{2 S_{i j} S_{i j}} \tag{14}
\end{equation*}
$$

where $S_{i j}$ represents the components of the strain rate tensor, $u_{i}$ is a component of the velocity vector, and the values of the constants are $\zeta_{2}=3.51, \sigma_{\Phi}=2 / 3, C_{S A S}=2, \kappa=0.41$ and $c_{\mu}=0.09$. The main difference between the SSTSAS and the standard RANS two-equation models is that the SAS model includes the von Karman length scale $L_{v K}$ in the $\omega$ transport equation. In unsteady zones the $L_{v K}$ is decreased, which increases the $Q_{S A S}$, which in turn increases $\omega$ and subsequently decreases the eddy viscosity $\mu_{t}$. As a result, the SAS model can develop LESlike solutions in the unsteady zones. In the event that the LES-like solution cannot be resolved properly, for instance, due to a time-step size that is too large, the model adjusts the eddy viscosity and will eventually revert to a RANS solution, as presented by Menter and Egorov (2010).

### 4.3 Curvature correction

One of the well-known weaknesses of the conventional one- and two-equation RANS models is their inability to capture the effects of the streamline curvature and the system rotation (Bradshaw, 1973; Patel and Sotiropoulos, 1997; Leschziner and Drikakis, 2002; York et al., 2009). For these RANS models the eddy viscosity scalar replaces the Reynolds stress tensor to close the system of equations. The models cannot predict the curvature and rotation effects because of the isotropic nature of the eddy-viscosity concept. In order to sensitize the models to the curvature and rotation effects, many variants of the corrections of the turbulence models exist (e.g., by Launder et al., 1977; Pettersson Reif et al., 1999; Spalart and Shur, 1997; Cazalbou et al., 2005).
The curvature-correction (CC) function that is used in this paper was first presented in the work of Spalart and Shur (1997) in conjunction with the Spalart-Allmaras (SA) turbulence model. The main idea of the function is to track the rate of change of the principal axes of the strain tensor. The function is Galilean invariant and unifies the
rotation and curvature effects. The corrected form for the CC in conjunction with the SA model was given in Shur et al. (2000). The form used in this paper was presented by Smirnov and Menter (2009) as
$f_{\text {rotation }}=\left(1+c_{\mathrm{r} 1}\right) \frac{2 r^{*}}{1+r^{*}}\left[1-c_{\mathrm{r} 3} \tan ^{-1}\left(c_{\mathrm{r} 2} \tilde{r}\right)\right]-c_{\mathrm{r} 1}$
The non-dimensional quantities $\mathrm{r}^{*}$ and $\tilde{r}$ were defined by

where $\Omega_{m}^{r o t}$ are components of the vorticity vector of a reference frame and $\mathrm{D} S_{i j} / \mathrm{D} t$ are the components of a Lagrangian derivative of the strain tensor. The Einstein summation convention is used and $\epsilon_{i j k}$ is a Levi-Civita symbol. The magnitude of the strain rate $S$ is defined by Eq. (10), whereas the magnitude of the vorticity rate $\Omega$ is defined by the vorticity tensor as $\Omega=\left(2 \Omega_{i j} \Omega_{i j}\right)^{1 / 2}$, where

$$
\begin{equation*}
\Omega_{i j}=\frac{1}{2}\left(\left(\frac{\partial \bar{u}_{i}}{\partial x_{j}}-\frac{\partial \bar{u}_{j}}{\partial x_{i}}\right)+2 \varepsilon_{\mathrm{mij}} \Omega_{m}^{r o t}\right) \tag{17}
\end{equation*}
$$

The value of $D$ was defined by $D^{2}=\max \left(S^{2}, 0.09 \omega^{2}\right)$ and the empirical constants were set to $c_{r 1}=1.0, c_{r 2}=2.0$ and $c_{r 3}=1.0$.
The curvature-correction option, in conjunction with the SST or SAS model, multiplies the production term in the $k$ and $\omega$ transport equations by the upwards- and downwards-limited, CC function $f_{\text {rotation }}$ (Smirnov and Menter, 2009; ANSYS, 2011).
Spalart and Shur (1997) have shown that it is not easy to anticipate the correlations between the flow streamlines, the values of curvature correction function and the eddy viscosity. According to Smirnov and Menter (2009), the correction only adds approximately one percent of the CPU time per iteration. It should be noted that with the inclusion of the CC option the convergence rate can be degraded and thus more iterations per time step might be needed (Škerlavaj et al., 2011). Smirnov and Menter (2009) and Shur et al. (2000) have thoroughly tested the CC function in conjunction with the SST and the SA turbulence models and have reported that for many types of flow the results can be as good as the ones with the Reynoldsstress turbulence models.

## 5. METHOD OF GAS-CORE LENGTH DETERMINATION

The method is based on that described in the study of Sakai et al. (2008), with some
modifications. The basic equation for the gas-core length prediction does not include the water's surface tension and is determined by

$$
\begin{equation*}
L_{g c}=\frac{\ln 2 \cdot \alpha \Gamma_{\infty}^{2}}{4 g v(2 \pi)^{2}} \tag{18}
\end{equation*}
$$

where $\alpha$ is the downward-velocity gradient in the Burgers (1948) vortex model, $\Gamma_{\infty}$ is the circulation of the vortex, $v$ is the kinematic viscosity and $g$ represents the acceleration due to gravity. The equation was derived in the study of Ito et al. (2010) based on the Burgers (1948) vortex model. It should be noted that due to typographical errors the correct equation is given in Sakai et al. (2008).

The first modification is in the method for selecting the vortex centre. Partially due to the influence of the mesh and the strong gradients, and partially due to the definition of the vortex itself, it was decided to define a pivot point at the water surface as the centroid of the water surface, bounded by the value of the invariant $Q=0 \mathrm{~s}^{-2}$ (the central point in Fig. 4). The $Q$ criterion (Hunt et al., 1988) is a method for determining vortical structures in incompressible flows, defined by
$Q=\frac{1}{2}\left(\Omega_{i j} \Omega_{i j}-S_{i j} S_{i j}\right)=\frac{1}{4}(\Omega-S)>0$
where $\Omega$ is the magnitude of the vorticity rate and S is the magnitude of the strain rate. The $\Omega_{i j}$ and $S_{i j}$ are components of the corresponding tensors. The criterion states that in a vortical structure the vorticity magnitude prevails over the strain-rate magnitude (Kolár, 2007). By using Poisson's equation for a flow with uniform density, combined with the divergence theorem for a vortex tube, Métais (2000) showed that $Q>0$ is a necessary condition for the low pressure in a vortical structure.


Fig. 4 Post-processing technique for determination of surface-vortex gas-core length on water surface. Black circle: curve $C$; grey circles: contour lines of vorticity in $Z$-direction, in $5 \mathrm{~s}^{-1}$ intervals; point at center: pivot point; Line 1: line from point on curve $C$ to pivot point.

In the current study a threshold value of $Q=0 \mathrm{~s}^{-2}$ was chosen as an onset for the appearance of vortical structures. The vortex radius $r_{0}$ on the water surface was selected as an average distance (Line 1 in Fig. 4) from the previously defined pivot point to the curve $C$. The curve $C$ was determined by the cross-section of the water's surface and the free-surface vortex structure ( $Q=$ $0 \mathrm{~s}^{-2}$ ). For information purposes, Fig. 4 includes the iso-surfaces of the vorticity field in the $Z$ direction $\left(\omega_{Z}\right)$, the velocity vector $\mathbf{u}$ on curve $C$, the velocity vector in the circumferential ( $\mathbf{u}_{\text {circ }}$ ) and the velocity vector in the radial ( $\mathbf{u}_{\mathrm{rad}}$ ) direction. The circulation $\Gamma$ around the pivot point was calculated from the vorticity in the $Z$ direction $\omega_{Z}$ as
$\Gamma=\oint_{c} u_{i} t_{i} d s=\int_{A}\left(\varepsilon_{i j k} \frac{\partial}{\partial x_{j}} u_{k}\right) n_{\mathrm{A}, i} d A$
where $u_{i}$ is a component of the velocity vector, $t_{i}$ is a component of a unit vector tangential to the curve $C$ and $n_{\mathrm{A}, i}$ is a component of a unit normal vector orthogonal to the area $A$. Area $A$ is a water surface inside the curve $C$. The $\epsilon_{i j k}$ is a Levi-Civita symbol in the Einstein summation convention. The parameter $\Gamma_{\infty}$ was determined as the maximum value of the circulation in the range between the vortex radius $r_{0}$ and twice the radius. The determination of the parameter was based on the equation specified by Sakai et al. (2008), presented with the first integral appearing in Eq. (21). Instead of computing the proposed scalar product of $\mathbf{u}$ and $\mathbf{n}_{\mathbf{C}}$ (where $\mathbf{n}_{\mathbf{C}}$ is a unit normal vector of curve $C$, pointing to the inner side of $C$ ), the following assumption was made
$\alpha=\frac{1}{A} \oint_{c} u_{i} n_{\mathbf{C}, i} d s \approx \frac{1}{A} \oint_{c} u_{r a d} d s$
where $u_{\text {rad }}$ is the magnitude of the radial component of the velocity at a segment $d s$ of the curve $C$, and is pointing to the pivot point (Fig. 4). It should be mentioned that in reality the curve $C$ is a polyline (a closed polygonal chain), which means that $\mathbf{n}_{\mathbf{c}}$ does not necessarily point towards the pivot point. The area $A$ represents a water surface bounded by the curve $C$.
The method for the prediction of the gas-core length was also tested with other vortexidentification methods. The $\lambda_{2}$ method (Jeong and Hussain, 1995) resulted in a vortex shape that was almost identical to the one obtained by the $Q$ criterion. The predicted gas-core length was close to the one predicted by the $Q$-criterion: the average relative difference between the two was approximately $1 \%$ of the values obtained by the $Q$-criterion. Other methods, such as the $\Delta$ criterion (Chong et al., 1990) and the swirling strength $\lambda_{c i}$
criterion (Zhou et al., 1999), produced a less smooth (more jagged) curve $C$.


Fig. 5 Typical vortical structures (iso-surface $Q=0 \mathrm{~s}^{-2}$ ) for various turbulence models: (a) laminar (6 $1 / \mathrm{min}, \mathrm{d} t=0.1 \mathrm{~s}$ ); (b) RNG $k-\varepsilon(4.5 \mathrm{l} / \mathrm{min}, \mathrm{d} t=0.1$ $\mathrm{s})$; (c) $\operatorname{SST}(4.5 \mathrm{l} / \mathrm{min}, \mathrm{d} t=0.1 \mathrm{~s})$; (d) SST-CC (6 $\mathrm{l} / \mathrm{min}, \mathrm{d} t=0.01 \mathrm{~s})$; (e) SAS ( $61 / \mathrm{min}, \mathrm{d} t=0.01 \mathrm{~s}$ ); (f) SAS-CC ( $61 / \mathrm{min}, \mathrm{d} t=0.01 \mathrm{~s})$.


Fig. 6 Comparison of circumferential velocity around $Z$-axis with measurement data (at $Z=0.125 \mathrm{~m}$ ): (a) at discharge rate of $4.5 \mathrm{1} / \mathrm{min}$; (b) at discharge rate of $61 / \mathrm{min}$. Experimental data are from Monji et al. (2010), with permission from ASME.

## 6. RESULTS

The simulations were performed at the LSC Adria supercomputing center located at the Turboinštitut. The cluster consists of 256 IBM HS22 blade servers, each equipped with two quad-core Intel Xeon processors L5530 2.4GHz


Fig. 7 Comparison of downward velocity in vortex core with measurement data: (a) at a discharge rate of $4.5 \mathrm{l} / \mathrm{min}$; (b) at a discharge rate of 7.8 1/min. Experimental data are from Monji et al. (2010), with permission from ASME.


Fig. 8 Comparison of predicted gas-core length with measurement data. Some points are shifted in the abscissa direction for easier viewing (exact values can be found in Table 2). The error bars indicate the maximum and minimum calculated values. Experimental data are from Monji et al. (2010), with permission from ASME.

8MB L2 and 16 GB RAM. For fast inter-node communication an Infiniband link with the MPI protocol is used. The simulations with a small time-step size ( 0.001 s ) demanded intensive computational resources (approximately one month on 128 computer cores), as the simulation time was large ( 1150 s ).

### 6.1 Effect of choice of turbulence model

Fig. 5 presents some typical vortical structures resulting from the use of different turbulence models obtained by the $Q$-criterion. The $\lambda_{2}$ method (Jeong and Hussain, 1995) resulted in almost identical vortical structures. From the shape of the main (vertical) vortical structure it was possible to anticipate the correctness of the circumferential (Fig. 6) and downward (Fig. 7) velocity distributions. The cases with a narrow main vortical structure, such as the laminar (Fig. 5a at $61 / \mathrm{min}$ ), the SST-CC (Fig. 5 d at $61 / \mathrm{min}$ ) and the SAS-CC simulation (Fig. 5f at $6 \mathrm{l} / \mathrm{min}$ ), agreed well with the measurement data (Figs. 6 and 7). A wide vortical structure was obtained when the curvature correction was not used in the RANS simulations, such as in the RNG $k-\varepsilon$ (Fig. 5 b at $4.5 \mathrm{l} / \mathrm{min}$ ), the SST (Fig. 5c at $4.5 \mathrm{l} / \mathrm{min}$ ) and the SAS simulation (Fig. 5e at $6 \mathrm{l} / \mathrm{min}$ ). In the latter three cases a large discrepancy between the measurements and the numerical results regarding the circumferential and the downward velocities could be observed (Figs. 6 and 7, respectively). The predicted downward velocity in the vortex core (Fig. 7a) was smaller than the measured one, which is an indication of vertical pressure gradients that are too small in the vortex core and which subsequently results in a vortex gas-core length that is too short (Fig. 8). On the other hand, the cases with the narrow vertical vortex structure predicted the vortex gas-core length much better, as is clear from Figs. 6 and 7. The vertical pressure gradient was larger, and therefore the predicted vortex gas-core length was longer than for the RANS models without the CC option.
The discussion in the previous paragraph indicates the role the curvature correction might have in pump-intake simulations with the RANS turbulence models. In the present article it was observed that the value of the curvaturecorrection function was mostly 1.25 near the boundary layer of concave walls, meaning that the modeled turbulence kinetic energy is increased there. The latter agrees well with the discussion in Patel and Sotiropoulos (1997). On the other hand, the correction function was mostly close to zero in the inner half of the vessel, near the vertical
vortical structure. This means that the modeled turbulence kinetic energy, and thus the modeled viscosity, was smaller than obtained with RANS models without the CC option. As a result of the decreased viscosity the predicted vertical vortical structure was narrow (Figs. 5d and 5f versus Figs. 5 c and 5 e , respectively).
From Figs. 6 and 7 it seems that the velocity predictions gradually deteriorate with the increased discharge rate (Fig. 6a vs. Fig. 6b, Fig. 7 a vs. Fig. 7b), which can be associated with several reasons. In our simulations a flat-watersurface assumption was used. At higher discharge rates the (measured) length of the vortex gas-core was relatively long, e.g., at $7.5 \mathrm{l} / \mathrm{min}$ it was 65 mm , and so our estimation, based on the data extrapolation, is that at $7.8 \mathrm{l} / \mathrm{min}$ the length would be 82 mm or more (depicted as the hashed area in Fig. 7b). On the other hand, at small discharge rates only a dimple was observed in the experiment, and the numerical results show good agreement with the measurements in the velocity predictions. The second reason, applicable only to the distribution of the circumferential velocity near the vortex core, is in the experimental error due to the free-surface deformation, as mentioned by Sakai et al. (2008).
In Figs. 6 and 7 the quality of the results obtained with the laminar simulations and with the SST-CC or SAS-CC models was approximately the same. Namely, the laminar simulation predicted the circumferential velocity better than the SST-CC and SAS-CC models (Fig. 6), whereas the latter two models better predicted the downward velocity (Fig. 7a). Because of the differences in the circumferential-velocity prediction, there is also a slight difference in the calculated Reynolds number of the free-surface vortex $\left(\mathrm{Re}_{\text {vortex }}\right)$ between the laminar and the SAS-CC simulations. In Table 1, the $\mathrm{Re}_{\text {vortex }}$ (calculated from the maximum circulation $\Gamma_{\infty}$ as $\operatorname{Re}_{\text {vortex }}=\Gamma_{\infty} / v$ ) is calculated from the laminar simulations with a time-step size of 0.1 s and with the second-order scheme. The $\mathrm{Re}_{\text {vortex, }}$, obtained from the SAS-CC simulations with the time-step size of 0.001 s and with the high-resolution scheme, was slightly higher: at $4.5 \mathrm{l} / \mathrm{min}$ and at $6 \mathrm{l} / \mathrm{min}$ its values were 7,700 and 11,100 , respectively.
The discrepancy of the SAS model, which predicted a too wide main vortical structure (Fig. 5e), was not expected. As shown in the studies of Davidson (2006) and Menter et al. (2010), there are cases when the unsteadiness of the flow is not sufficient and the SAS model produces either a steady-state RANS result or a low-fidelity

URANS solution. This also happened in our case. Several additional tests were performed to confirm this. First, the simulations were performed with either a smaller time-step size (maximum Courant number equal to one), or a different (i.e., hybrid) advection scheme. Since the result was the same, another simulation with a hybrid advection scheme was performed on a refined mesh ( 4.2 million elements), using a Courant number equal to one and starting from the SAS result performed on a sparser mesh. After 12.5 s the result was approximately the same as before. On the other hand, the simulation with the Zonal LES model within the SAS model (the zone was defined inside the radius of 8 cm around the $Z$-axis inside the main vessel), using the previously described conditions, resulted in an almost inherent change of flow. After only 4 s a qualitative change of the circumferential velocity could be observed and after 12.5 s the vertical vortical structure was already narrow. Therefore, based on these results, it was concluded that the main reason for the discrepancy of the SAS model was the non-detection of the unsteadiness in the flow. It can also be concluded that the Zonal LES model may be suitable for simulations of engineering systems in which free-surface vortices appear. On the same mesh and using the same time-step size, the Zonal LES model needed approximately the same time per one time step as the SAS model.

### 6.2 Effects of time-step size and numerical scheme

The influence of the time-step size and of the numerical scheme was observed on the predictions of the circumferential velocity, the downward velocity and the length of the freesurface vortex gas core.
The time-step size or the numerical scheme selection had no impact on the results of the circumferential velocity at a discharge rate of 6 $1 / \mathrm{min}$ (not shown), regardless of the selected turbulence model.
The choice of a numerical scheme or a variation of the time-step size (as long as it was below 0.1 s) had no significant impact on the downwardvelocity prediction. The time-step size of 0.1 s resulted in a different downward-velocity distribution close to the water surface ( $\mathrm{Z}=0.25 \mathrm{~m}$ ) at high flow rates (Fig. 7b). It should be remembered that the downward-velocity gradient at the water surface is used in Eq. (18) to


Fig. 9 Influence of time-step size and advection scheme on predicted gas-core length of freesurface vortex: (a) laminar simulation; (b) SASCC model; (c) SST-CC model. Some points are shifted in the abscissa direction for easier viewing (exact values can be found in Table 2). The error bars indicate the maximum and minimum calculated values. Experimental data are from Monji et al. (2010), with permission from ASME.
determine the length of the gas core of a freesurface vortex. The combination of a time-step
size of 0.1 s and the HR scheme resulted in higher values of the predicted gas-core length (Figs. 9a and 9c). This was especially evident in the case of the laminar simulation (Fig. 9a). It seems that at the limiting value of the time-step size $(0.1 \mathrm{~s})$ the unbounded scheme produces the correct average value, whereas for the HR scheme the local values are bounded in such a way that the timeaveraged value of $L_{g c}$ is increased. In order to get a proper result for the length of the gas core of free-surface vortices it is suggested to use a sufficiently small time-step size, regardless of the type of numerical scheme. The proper selection of a time-step size can be determined from the shape of the downward-velocity curve versus the depth $Z$.
In Figs. 9a and 9 b it is clear that the predicted length of the free-surface gas core converges to a certain value when the time-step size is reduced. In the case of the simulations with the SAS-CC model (Fig. 9b), no difference was observed between the 0.001 s time-step size result and the 0.01 s result. In that specific case, the predicted downward and circumferential velocities obtained by the time-step sizes 0.01 s and 0.001 s are almost identical (not shown). This implies that for the SAS-CC model the use of smaller time-step sizes would not be reasonable, even though the maximum Courant number inside the vertical vortex core for the time-step size of 0.01 s was approximately ten because of the fine mesh in this area.
For small time-step sizes ( 0.01 s and 0.001 s ) the choice of a numerical scheme did not have any major impact on the prediction of $L_{g c}$ (Figs. 9a and 9b). For such time-step sizes, it was also clear that the HR scheme always resulted in a slightly larger (absolute) downward velocity. For instance (applicable either to the laminar or the SAS-CC simulations), 5 cm above the bottom of the vessel the difference between the two schemes was up to $6 \%$ of the measured values at a discharge rate of $4.5 \mathrm{l} / \mathrm{min}$ and up to $4.3 \%$ at a discharge rate of 7.8 1/min.

The SAS-CC simulation predicts a shorter length of the gas core than the SST-CC simulation with the same time-step size ( 0.01 s ) and the same advection scheme (Fig. 9c), which was the result of different predictions of the $\alpha$ parameter (while the circulation was nearly the same).

### 6.3 Effect of surface tension

In the simulations presented so far, the effect of surface tension was neglected. However, the
surface tension can be important for small discharge rates according to small values of the Weber number in Table 1. The correction (Ito et al., 2010) reads as $-\left(2 \sigma c_{2} \sqrt{\alpha}\right) /(\rho g \sqrt{v})$, where $\sigma$ is a surface-tension coefficient, $\alpha$ is the downwardvelocity gradient, $\rho$ is the density of the water, $g$ is the acceleration due to gravity, $v$ is the kinematic viscosity and $c_{2}$ is a function of Weber and Froude numbers of the vortex. The function $c_{2}$ is defined as

$$
\begin{equation*}
c_{2}=\sqrt[3]{q / 2+\sqrt{D}}+\sqrt[3]{q / 2-\sqrt{D}} \tag{22}
\end{equation*}
$$

with $q=\mathrm{We}^{2} / 32, \quad D=(q / 2)^{2}+(s / 3)^{3}$ and $s=\mathrm{We}^{2} /\left(16 \mathrm{Fr}^{2}\right)$. For the correction, the Weber number is defined as $\mathrm{We}=\Gamma_{\infty} \sqrt{\rho \sqrt{\alpha}} /(2 \pi \sqrt{2 \sigma \sqrt{v}})$ and the Froude number is defined as $\mathrm{Fr}=\Gamma_{\infty} \alpha^{3 / 4} /\left(4 \pi v^{3 / 4} \sqrt{2 g}\right)$, where $\Gamma_{\infty}$ is the circulation of the vortex.


Fig. 10 Prediction of gas-core length using surfacetension correction. Some points are shifted in the abscissa direction for easier viewing (exact values can be found in Table 2). The error bars indicate the maximum and minimum calculated values. Experimental data are from Monji et al. (2010), with permission from ASME.

The correction to the prediction of $L_{g c}$ was applied to the right-hand side of Eq. (18) for some representative simulation results (Fig. 10). The amount of correction for a specific discharge rate was very similar for the laminar, SST-CC and SAS-CC simulations presented in Fig. 10. The relative amount of correction gradually decreased with the discharge rate: the average values of the correction in Fig. 10 were, for discharge rates of $4.5,6.0,7.0$ and $7.8 \mathrm{l} / \mathrm{min}$, equal to $-53.6,-31.3$, 22.8 and $-17.1 \%$ of the predicted value $L_{g c}$ defined by Eq. (18), respectively. The correction
due to the surface tension resulted in considerably improved predictions of the length of the gas-core of the free-surface vortex at low discharge rates. At large discharge rates, close to the start of the bubble-detachment phenomena, the predicted length of the gas core is too low. The results for the representative laminar, SST-CC and SAS-CC simulations are similar.

## 7. CONCLUSIONS

Turbulence models were tested for their applicability in engineering systems where freesurface vortices might occur. This applicability was tested with numerical simulations of the flow in a laboratory free-surface vortex model, designed for simulations of the free-surface vortices inside a reactor vessel of the JSFR. The diameter of the cylindrical vessel (Monji et al., 2010) was 0.2 m , the diameter of the outlet pipe was 12.5 mm , and the water level was 0.25 m . The Reynolds number $\operatorname{Re}$ was up to approximately 13,000 . The Re depended on the flow rate and was upwards limited by the start of the bubble detachment from the tip of the freesurface vortex gas-core.
At small discharge rates, the laminar, SST-CC and the SAS-CC simulations showed good agreement with the measured velocity field. In addition, the method of the vortex gas-core length seems to produce good results when a correction due to the surface tension was taken into account.
At high flow rates, close to the discharge rate when the bubble detachment from the tip of the vortex core occurs, the predicted length of the vortex gas core was too small. At high flow rates, the laminar simulation was slightly more accurate than the SST-CC and SAS-CC models.
The main reason for the discrepancies at higher flow rates is probably the neglected effect of the vortex gas core on the velocity field, because we noted a too small predicted surface gradient of the downward velocity. Additional effects can be assumptions in the method of the prediction of the gas-core length of the vortex: the assumed shape of the water-surface curvature or the assumption that the free-surface vortex could be described by the Burgers (1948) vortex model. Stepanyants and Yeoh (2008) showed that the Burgers vortex model is only valid for a small gas-core length compared to the pool height.
In our first study (Škerlavaj et al., 2010) of the laboratory free-surface vortex model, when the free-slip boundary condition was applied to all the walls, it was discovered that the SST-CC model did not predict the same circumferential velocity
as the laminar and the SAS-CC simulations. This means that for such cases the SST-CC model is not as reliable as the SAS-CC model and it might need further testing in specific environments (e.g., reactor vessels, ECCS, and pump intakes).
It should be stressed that in many engineering systems the Reynolds number is high. For instance, pump-intake model tests should normally be performed at a Reynolds number that is larger than or equal to 60,000 . Because of this, the suitability of the laminar simulations in such systems is questionable. On the other hand, the SAS-CC and SST-CC models are suitable for turbulent flows. By using a SAS-CC model, we have already successfully applied the method for the prediction of the $\mathrm{L}_{\mathrm{gc}}$ on a case of two airentraining free-surface vortices in a pump-intake model (Skerlavaj, 2011), which confirms the findings of this study even for a larger Reynolds number ( $\operatorname{Re}=6 \times 10^{4}$ ). Nevertheless, the method should be verified in other cases of free-surface vortices in order to check its limitations (or the limitations of a single-phase modeling).
The findings of this study regarding the suitability (or inappropriateness) of the turbulence models should be valid for single- and two-phase flow simulations because the shape of the free-surface vortex core in a liquid should be narrow, regardless of the type of the simulation.
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## NOMENCLATURE

| $A$ | Surface area |
| :--- | :--- |
| $C$ | Constant |
| $D$ | Diameter of vessel chamber |
| $D_{b e l l}$ | Diameter of bell entrance |
| $d$ | Diameter of outlet pipe |
| $F$ | Blending function |
| $F_{H}$ | Froude number, based on submergence $H$ |
| $F_{d}$ | Froude number, based on pipe diameter $d$ |
| $f_{\text {rotation }}$ | Curvature correction function |
| $g$ | Acceleration due to gravity |
| $H$ | Water level in vessel |

C Constant
$D \quad$ Diameter of vessel chamber
$D_{\text {bell }} \quad$ Diameter of bell entrance
$d$ Diameter of outlet pipe
$F \quad$ Blending function
$F_{H} \quad$ Froude number, based on submergence $H$
$F_{d} \quad$ Froude number, based on pipe diameter $d$
$f_{\text {rotation }}$ Curvature correction function
$H \quad$ Water level in vessel
$k \quad$ Turbulence kinetic energy
$L \quad$ Length scale of modelled turbulence
$L_{g c} \quad$ Gas core length of free-surface vortex
$L_{i n} \quad$ Length of shorter side of vessel channel
$L_{\text {out }}$ Length of outlet pipe
$L_{v K} \quad$ Von Karman length scale
n Unit normal vector
$P_{k} \quad$ Production term
$Q \quad$ Second invariant of velocity gradient tensor
$Q \quad$ Discharge rate
$Q_{S A S} \quad$ SST SAS model's source term
Re Reynolds number
$\mathrm{Re}_{\text {vortex }}$ Reynolds number of vortical structure
$\mathrm{Re}_{d} \quad$ Reynolds number, defined with diameter d
r Position vector
$r$ Radius
$r_{0} \quad$ Vortex radius
$S \quad$ Magnitude of strain rate
$S_{i j} \quad$ Strain rate tensor
$s \quad$ Length of curve $C$
$T \quad$ Length of signal
$T_{w} \quad$ Length of window
t Tangent vector of curve $C$
$U \quad$ Average axial velocity at outlet surface (overbar is dropped)
u Velocity vector
$u_{\text {circ }} \quad$ Velocity component in circumferential direction
$u_{\text {rad }} \quad$ Velocity component in radial direction
$V \quad$ Volume
We Weber number
$\mathbf{x}$ Position vector
$y \quad$ Wall distance
$y^{+} \quad$ Dimensionless wall distance
Z Z Cartesian coordinate
$\alpha \quad$ Velocity gradient in Burgers vortex model
$\beta \quad$ Correction factor
$\beta \quad$ Constant
$\Gamma_{\infty} \quad$ Circulation of a vortex
$\Delta_{\max } \quad$ Maximum grid edge
$\delta \quad$ Boundary layer thickness
$\varepsilon \quad$ Turbulence dissipation rate
$\varepsilon \quad$ Statistical error
$\epsilon_{i j k} \quad$ Levi-Civita symbol
$\mu \quad$ Molecular dynamic viscosity
$\mu_{t} \quad$ Eddy viscosity
$v \quad$ Kinematic viscosity
$\rho \quad$ Density
$\sigma \quad$ Surface tension
$\sigma \quad$ Blending function
$\sigma_{T} \quad$ Standard deviation of signal of length $T$
$\varphi \quad$ General scalar variable
$\varphi_{i p} \quad$ Value of variable at integration point
$\varphi_{u p} \quad$ Value of variable at upwind node
$\hat{\varphi}_{T} \quad$ Mean value of signal of length $T$
$\Omega \quad$ Magnitude of vorticity rate
$\boldsymbol{\Omega} \quad$ Vorticity tensor
$\boldsymbol{\Omega}^{\text {rot }}$ Vorticity vector of reference frame
$\omega \quad$ Turbulence eddy frequency
$\omega_{\mathrm{Z}} \quad$ Z-component of vorticity
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