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#### Abstract

A wavelet matrix compression technique was used to solve systems of linear equations resulting from BEM applied to fluid dynamics. The governing equations were written in velocity-vorticity formulation and solutions of the resulting systems of equations were obtained with and without wavelet matrix compression. A modification of the Haar wavelet transform, which can transform vectors of any size, is proposed. The threshold, used for making fully populated matrices sparse, was written as a product of a user defined factor $\kappa$ and the average value of absolute matrix elements values. Numerical tests were performed to assert, that the error caused by wavelet compression depends linearly on the factor $\kappa$, while the dependence of the error on the share of thresholded elements in the system matrix is highly non-linear. The results also showed that the increasing non-linearity (higher $R a$ and $R e$ number values) limits the extent of compression. On the other hand, higher mesh density enables higher compression ratios.


© 2004 Elsevier Ltd. All rights reserved.
Keywords: Boundary elements; Velocity-vorticity formulation; Discrete wavelet transform; Modified Haar wavelet transform; Linear systems of equations; System matrix compression; Driven cavity; Natural convection

## 1. Introduction

One of the main impediments of the boundary element method is the need for solving large fully populated linear systems of equations resulting from numerical discretization of the governing non-linear partial differential equations. The numerical solution of viscous fluid flow requires very large numbers of boundary elements and internal cells in order to capture all physical effects. Unfortunately, large systems of equations require enormous amounts of computation time and computer storage. The fast development of computer technology enables us to solve more and more complex problems, however, a vast number of problems still remain unsolved due to computation time and storage limitations.

The wavelet transform is a recent mathematical tool, developed specially for saving computational time and computer storage. It has been widely used for image compression and signal processing and recently for providing faster solutions of boundary element algorithms

[^0][2,7,8,11,12]. In the present work, we will use a modification of the Haar wavelet transform with a BEM numerical scheme, based on a numerical algorithm developed by Škerget et al. [16] for solving equations of fluid flow and heat transport. After a brief overview of the BEM algorithm in Section 2, we will introduce the modification of the discrete wavelet transform, which will transform vectors of arbitrary size.

The wavelet solution method for solving systems of linear equations was previously proposed, among others, by Bucher et al. [2]. The thresholding operation makes a fully populated matrix sparse. Beylkin et al. [1] proposed the fast wavelet transform (FWT) algorithm, which ensures $\mathrm{O}(n \log n)$ non-zero elements at a fixed threshold, using Daubechies [3] wavelets. Koro and Abe [12-14] proposed a threshold determination strategy that optimizes matrix sparsity and calculation error using their non-orthogonal spline wavelets. In Section 4, we introduce the threshold as a product of a user defined factor and the average matrix element value. This results in linear dependence of the user defined factor and the final solution field RMS error.

Finally, the flow kinematics equation is solved with wavelets repeatedly for two numerical test cases to provide an insight into the possibilities and limitations of the use of
the technique in the proposed velocity-vorticity BEM numerical scheme. Special emphasis is given to the investigation of the effects of changing values of Reynolds and Rayleigh number, as wells as changing computational mesh density, on the error caused by wavelet solution of the flow kinematics equation.

## 2. The Navier-Stokes equations

The analytical description of motion of a continuous fluid medium is based on conservation of mass, momentum and energy, the associated equations of state and constitutive relations. With the assumptions of incompressibility within Boussinesq approximation, a velocity-vorticity formulation was developed by Škerget et al. [16-18] and Hribersek and Škerget $[9,10]$. The dynamics of a viscous incompressible fluid is partitioned into its kinematic and kinetic aspect through the use of derived vector vorticity field function $\omega_{i}\left(r_{j}, t\right)$, obtained as a curl of the compatibility velocity field $v_{i}\left(r_{j}, t\right)$ :
$\omega_{i}=e_{i j k} \frac{\partial v_{k}}{\partial x_{j}}, \quad \frac{\partial \omega_{i}}{\partial x_{j}}=0$,
which is a solenoidal vector by definition, and $e_{i j k}$ is the permutation unit tensor. By applying a curl to the vorticity definition (1) and using the continuity equation for incompressible flow $\vec{\nabla} \cdot \vec{v}=0$, the following vector elliptic Poisson equation for velocity vector is obtained:
$\nabla^{2} \vec{v}+\vec{\nabla} \times \vec{\omega}=0$.
Eq. (2) represents the kinematics of an incompressible fluid motion, expressing the compatibility and restriction conditions between velocity and vorticity field functions.

The kinetic aspect is governed by the parabolic diffusion-convection vorticity transport equation, obtained by applying the curl operator to the momentum equation. In the case of two-dimensional flow, the vorticity vector has just one component, which is perpendicular to the plane of the flow. Thus, we obtain a scalar transport equation for vorticity
$\frac{\mathrm{D} \omega}{\mathrm{D} t}=\nu \frac{\partial^{2} \omega}{\partial x_{j} \partial x_{j}}+e_{i j} g_{j} \frac{\partial F_{B}}{\partial x_{i}}$,
$e_{i j}$ being the permutation unit symbol and $\frac{\mathrm{D}}{\mathrm{D} t}$ the Stokes derivative. The vorticity transport equation is non-linear due to the product of velocity and vorticity in the convective term. The buoyancy source term $F_{B}=-\beta_{T}\left(T-T_{0}\right)$ couples the vorticity transport equation with the energy conservation equation:
$\frac{\mathrm{D} T}{\mathrm{D} t}=a \frac{\partial^{2} T}{\partial x_{j} \partial x_{j}}$,
where $\beta_{T}$ is the thermal volume expansion coefficient, $T_{0}$ is the reference temperature, $a=\frac{\lambda}{\rho c_{p}}$ denotes the thermal
diffusivity. The material properties such as mass density $\rho$, specific isobaric heat $c_{p}$, kinematic viscosity $\nu$ and heat conductivity $\lambda$ are assumed to be constant parameters.

Eqs. (2)-(4) form a closed system of partial differential equations, which must be solved in order to obtain the resulting velocity, vorticity and temperature fields. To apply the boundary element method, we must rewrite the equations in integral form. Making use of the Green fundamental solutions, the following integral representation for the two-dimensional plane kinematics can be derived [16]:

$$
\begin{align*}
& c(\xi) v_{i}(\xi)+\int_{\Gamma} v_{i} \frac{\partial u^{*}}{\partial n} \mathrm{~d} \Gamma \\
& \quad=\int_{\Gamma} v_{j} \frac{\partial u^{*}}{\partial t} \mathrm{~d} \Gamma-e_{i j} \int_{\Omega} \omega \frac{\partial u^{*}}{\partial x_{j}} \mathrm{~d} \Omega, \tag{5}
\end{align*}
$$

where $u^{*}$ is the elliptic Laplace fundamental solution, $\xi$ the source point and $\Gamma$ the boundary of the domain $\Omega$.

Deriving integral representations of the vorticity transport equation (3) and heat transport equation (4), one has to consider the parabolic diffusion-convection character of the transport equation. The final integral statements are [16]:

$$
\begin{align*}
& c(\xi) \omega\left(\xi, t_{F}\right)+\nu \int_{\Gamma} \int_{t_{F-1}}^{t_{F}} \omega \frac{\partial u^{*}}{\partial n} \mathrm{~d} t \mathrm{~d} \Gamma \\
& = \\
& \quad \nu \int_{\Gamma} \int_{t_{F-1}}^{t_{F}} \frac{\partial \omega}{\partial n} u^{*} \mathrm{~d} t \mathrm{~d} \Gamma-\int_{\Gamma} \int_{t_{F-1}}^{t_{F}} \omega v_{n} u^{*} \mathrm{~d} t \mathrm{~d} \Gamma \\
& \quad+\int_{\Omega} \int_{t_{F-1}}^{t_{F}} \omega v_{j} \frac{\partial u^{*}}{\partial x_{j}} \mathrm{~d} t \mathrm{~d} \Omega+e_{i j} \int_{\Gamma} \int_{t_{F-1}}^{t_{F}} n_{i} g_{j} F_{B} u^{*} \mathrm{~d} t \mathrm{~d} \Gamma  \tag{6}\\
& \quad-e_{i j} \int_{\Omega} \int_{t_{F-1}}^{t_{F}} g_{j} F_{B} \frac{\partial u^{*}}{\partial x_{i}} \mathrm{~d} t \mathrm{~d} \Omega+\int_{\Omega} \omega_{F-1} u_{F-1}^{*} \mathrm{~d} \Omega
\end{align*}
$$

for the vorticity transport equation (3) and

$$
\begin{align*}
& c(\xi) T\left(\xi, t_{F}\right)+a \int_{\Gamma} \int_{t_{F-1}}^{t_{F}} T \frac{\partial u^{*}}{\partial n} \mathrm{~d} t \mathrm{~d} \Gamma \\
& =a \int_{\Gamma} \int_{t_{F-1}}^{t_{F}} \frac{\partial T}{\partial n} u^{*} \mathrm{~d} t \mathrm{~d} \Gamma-\int_{\Gamma} \int_{t_{F-1}}^{t_{F}} T v_{n} u^{*} \mathrm{~d} t \mathrm{~d} \Gamma \\
& \quad+\int_{\Omega} \int_{t_{F-1}}^{t_{F}} T v_{j} \frac{\partial u^{*}}{\partial x_{j}} \mathrm{~d} t \mathrm{~d} \Omega+\int_{\Omega} T_{F-1} u_{F-1}^{*} \mathrm{~d} \Omega \tag{7}
\end{align*}
$$

for the heat transport equation (4). In Eqs. (6) and (7), the $u^{*}$ is the parabolic diffusion fundamental solution and $\Delta t=t_{F}-t_{F-1}$ the corresponding time increment.

Analytical solutions of integral equations for velocity, vorticity and temperature exist only for simple cases of elementary geometries or basic forms of boundary conditions. The boundary element method enables us to find approximate solutions of the integral equations by writing them in a discrete form. To obtain discrete forms of equations, we divide the boundary $\Gamma$ into boundary elements with $N_{e}$ nodes and the domain $\Omega$ into internal cells with $N_{c}$
nodes. The unknowns of the system are nodal values of $\omega$, $v_{x}, v_{y}, \frac{\partial \omega}{\partial n}, T$ and $\frac{\partial T}{\partial n}$.

The flow kinematics equation (5) is written in discrete form by collocating the boundary nodes with the source point $\xi$. This produces an implicit system matrix for unknown boundary nodes only. Eq. (5) has to be written in its tangential or normal form to produce a non-singular system matrix [18]. The final discrete forms of the flow kinematics equation are normal (8) and tangential (9) forms:

$$
\begin{align*}
& \left(\left[H_{1}\right]+\left[H_{t 1}\right]\right)\left\{v_{n}\right\}=+\left(\left[H_{t 2}\right]-\left[H_{2}\right]\right)\left\{v_{t}\right\}+\left[D_{t}\right]\{\omega\},  \tag{8}\\
& \left(\left[H_{1}\right]+\left[H_{t 1}\right]\right)\left\{v_{t}\right\}=-\left(\left[H_{t 2}\right]-\left[H_{2}\right]\right)\left\{v_{n}\right\}+\left[D_{n}\right]\{\omega\},
\end{align*}
$$

where $\left\{v_{n}\right\},\left\{v_{t}\right\}$ and $\{\omega\}$ are column vectors of node point transformed velocities and vorticities. The solution of systems of Eqs. (8) and (9) gives boundary values of velocity and vorticity. Velocities in the domain are computed explicitly from the discrete form of the integral kinematics equation (5).

For equations of vorticity transport (3) and heat transport (4) all nodes (boundary and domain) are included in the system equation. Boundary and domain vorticities and temperatures are computed implicity through the solution of the system of linear equations. The final discrete forms of Eqs. (3) and (4) are:

$$
\begin{align*}
{\left[H_{k}\right]\{\omega\}_{F}=} & {\left[G_{k}\right]\left\{\frac{\partial \omega}{\partial n}\right\}_{F}-\frac{1}{\nu}\left[G_{k}\right]\left\{v_{n} \omega\right\}_{F} } \\
& +\frac{1}{\nu}\left(\left[D_{k x}\right]\left\{v_{x} \omega\right\}_{F}+\left[D_{k y}\right]\left\{v_{y} \omega\right\}_{F}\right) \\
& +\frac{1}{\nu}\left[B_{k}\right]\{\omega\}_{F-1} \tag{10}
\end{align*}
$$

for vorticity transport and

$$
\begin{align*}
{\left[H_{e}\right]\{T\}_{F}=} & {\left[G_{e}\right]\left\{\frac{\partial T}{\partial n}\right\}_{F}-\frac{1}{\alpha}\left[G_{e}\right]\left\{v_{n} T\right\}_{F} } \\
& +\frac{1}{\alpha}\left(\left[D_{e x}\right]\left\{v_{x} T\right\}_{F}+\left[D_{e y}\right]\left\{v_{y} T\right\}_{F}\right) \\
& +\frac{1}{\alpha}\left[B_{e}\right]\{T\}_{F-1} \tag{11}
\end{align*}
$$

for heat transport. For specified boundary and initial conditions, this non-linear set of Eqs. (8)-(11) is solved by an iterative procedure with under-relaxation. Through the iterative process, large systems of linear equations must be repeatedly solved. The described discretization procedure was presented among others by Hriberšek and Škerget [9], Škerget et al. [17], and Wrobel [19].

## 3. The discrete wavelet transform

The aim of this section is to show how to use the properties of the discrete wavelet transform to accelerate the solution of large linear systems of equations. One can find another account of using this technique, among others in Bucher et al. [2] and Koro and Abe [11-13]. The matrices produced by discrete integral equations (5)-(7) are fully
populated and non-symmetric. We will use the modified Haar wavelet transform, introduced below, to compress the matrices i.e. to make them sparse. Writing the matrices in compressed form (compressed row storage was used in present work) will enable the solver to find the solutions in less computational time.

### 3.1. The fast wavelet transform

The FWT algorithm of Beylkin et al. [1] uses a pyramidal scheme to transform a vector into a wavelet basis. It employs compact support wavelets of Daubechies [3] with $M$ vanishing moments. Each wavelet family is characterized by $2 M$ wavelet filter coefficients ( $h_{i}, g_{i}$ ), which were tabulated by Daubechies up to $M=10$ in her 1988 paper [3]. With $M=1$ we have the Haar wavelets, which have a constant scaling function and non-overlapping support.

Given a vector with components $s_{k}^{0} ; k=1, \ldots, N=2^{n+1}$, the following formulae are used recursively to make the transform:
$s_{k}^{j}=\sum_{l=1}^{l=2 M} h_{l} s_{l+2 k-2}^{j-1}$
$d_{k}{ }^{j}=\sum_{l=1}^{l=2 M} g_{l} s_{l+2 k-2}^{j-1}$
where $s_{k}{ }^{j}$ and $d_{k}{ }^{j}$ are viewed as periodic sequences with the period $2^{n-j}$. The formulae (12) and (13) map coefficients $s_{k}^{j-1}$ with $k=1, \ldots, 2^{n-j+1}$ into $s_{k}{ }^{j}$ and $d_{k}{ }^{j}$ with $k=$ $1, \ldots, 2^{n-j}$. The inverse mapping is given by
$s_{k}^{j-1}=\sum_{k=1}^{k=M} h_{2 k} s_{n-k+1}^{j}+\sum_{k=1}^{k=M} g_{2 k} d_{n-k+1}^{j}$,
$d_{k}^{j-1}=\sum_{k=1}^{k=M} h_{2 k-1} s_{n-k+1}^{j}+\sum_{k=1}^{k=M} g_{2 k-1} d_{n-k+1}^{j}$.
Using formulae (12) and (13) recursively for all $j=1, \ldots, n$, $k=1, \ldots, 2^{n-j}$ starting with $s_{k}^{0}, k=1, \ldots, N$ we are able to evaluate all $s_{k}{ }^{j}$ and $d_{k}{ }^{j}$ with a cost proportional to $N$. Storing $d_{k}{ }^{j}$ and the one element in $s_{1}^{n}$, we can perform the inverse transform by recursively using Eq. (14) for $j=n, n-1, \ldots, 0$.

### 3.2. FWT for vectors of arbitrary length

The requirement that the number of vector components $N$ is a power of $2, N=2^{n+1}$, steams form the fact that complete wavelet orders must be used in the transform. All wavelets are formed by translation and dilation of a prototype wavelet or a mother wavelet. The mother wavelet is the zero-order wavelet denoted by $\psi_{0,1}$. Higher order wavelets are denoted by $\psi_{k, l}$, where $k$ is the wavelet order and $l$ its position. Wavelets of order $k$ are dilated into $l=1, \ldots, 2^{k}$ positions. Starting with the zero-order mother
wavelet, which only has one position and including the scaling function, we have $2^{n+1}$ wavelets, if the maximal wavelet order is $n$.

The boundary-domain integral method solves viscous fluid flow problems by solving large systems of linear equations for equations of flow kinematics, vorticity transport and heat transport. The sizes of the system matrices are the number of boundary nodes and the number of boundary and internal nodes for equations of kinematics and both transport equations, respectively. For the wavelet transform to be complete, all wavelets up to a maximal order must be included into the wavelet matrix. Therefore, the wavelet transform can work only on vectors (or columns, rows of a system matrix), which have a power of two components. This poses a limitation for our formulation. It is not possible to have the number of boundary nodes and the number of boundary and internal nodes both of $2^{n}$ form. Also, the difference in computational effort needed to solve linear systems with $2^{n}$ and $2^{n+1}$ equations becomes drastic at large values of $n$, hence making the choice of computational mesh density very limited.

Let a vector $\vec{s}^{0}$ have an arbitrary number of components $s_{k}^{0}, k=1, \ldots, L$ and let the first power of 2 larger than $L$ be $N$. We will expand the vector with additional $K=N-L$ components $x_{i}$, chosen is such manner, that the last $K$ wavelet coefficients $d_{k}^{1}$ will end up zero. The wavelet transform of the expanded vector will be:

$$
\begin{align*}
& \left(s_{1}^{0}, s_{2}^{0}, \ldots, s_{L-K+1}^{0}, x_{1}, s_{L-K+2}^{0}, x_{2}, \ldots, s_{L}^{0}, x_{K}\right) \\
& \quad \rightarrow\left(s_{0}^{n}, d_{1}^{n}, \ldots, d_{1}^{1}, d_{2}^{1}, \ldots, d_{N / 2-K}^{1}, 0, \ldots, 0\right) \tag{15}
\end{align*}
$$

where there are $K$ zero and $L$ non-zero wavelet coefficients in the transformed vector. Also, $N / 2$ is always larger than $K$, because $N$ is the first power of 2 number larger than $L$. In the case of $K=N / 2$ we are dealing with a trivial case of the original vector having a power of 2 components $L=N / 2$, so there is no need for expansion. Eq. (13) defines the values $d_{k}^{1}$. Let us rewrite it for $j=1$ :
$d_{k}^{1}=\sum_{l=1}^{l=2 M} g_{l} s_{l+2 k-2}^{0}, \quad k=1,2, \ldots, N / 2$
where $s_{i}^{0}$ are the expanded vector defined on the left hand side of Eq. (15). We would like to have the last $K$ coefficients equal to zero, $d_{k}^{1}=0$. To achieve this, the following system of equations must be solved for $x_{i}$ :
$d_{k}^{1}=\sum_{l=1}^{l=2 M} g_{l} s_{l+2 k-2}^{0}=0, \quad k=N / 2-K, \ldots, N / 2$
where $s^{0}=\left(s_{1}^{0}, s_{2}^{0}, \ldots, s_{L-K+1}^{0}, x_{1}, s_{L-K+2}^{0}, x_{2}, \ldots, s_{L}^{0}, x_{K}\right)$. The system (17) has $K$ equations for $x_{k}(k=1, \ldots, K)$ unknowns. It is a $M$ upper diagonal system, where non-zero elements of the system matrix are located only on $M$ upper
diagonals. For $M=3$ and $K=6$ the system is such:

| $g_{2}$ | $g_{4}$ | $g_{6}$ | 0 | 0 | 0 | $x_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $g_{2}$ | $g_{4}$ | $g_{6}$ | 0 | 0 | $x_{2}$ |
| 0 | 0 | $g_{2}$ | $g_{4}$ | $g_{6}$ | 0 | $x_{3}$ |
| 0 | 0 | 0 | $g_{2}$ | $g_{4}$ | $g_{6}$ | $x_{4}$ |
| 0 | 0 | 0 | 0 | $g_{2}$ | $g_{4}$ | $x_{5}$ |
| 0 | 0 | 0 | 0 | 0 | $g_{2}$ | $x_{6}$ |$=\vec{R}$,

where the right hand side vector $\vec{R}$ is equal to

$$
R_{k}=\left\{\begin{array}{rl}
-\sum_{i=1}^{M} g_{2 i-1} s_{N-2 K-1+k+i}^{0} & k \leq K-(M-1)  \tag{19}\\
\left\{-\sum_{i=1}^{\alpha} g_{2 i-1} s_{N-2 K-1+k+i}^{0}\right. & \\
\left.-\sum_{i=2 \alpha+1}^{2 M} g_{i} s_{i-2 \alpha}^{0}\right\} & k>K-(M-1)
\end{array}\right.
$$

and $\alpha=M-[k-\{K-(M-1)\}]$. Solution of the system (17) may be obtained recursively, when starting from the bottom and solving for $x_{K}$ first. The following formulae should be used:
$x_{k}=\left\{\begin{array}{ll}\frac{1}{g_{2}}\left\{R_{k}-\sum_{i=2}^{M} g_{2 i} x_{k+i-1}\right\} & k \leq K-(M-1) \\ \frac{1}{g_{2}}\left\{R_{k}-\sum_{i=1}^{K-k} g_{2 i+2} x_{k+i}\right\} & k>K-(M-1)\end{array}\right.$.
for $k=K, K-1, \ldots, 1$. The solution (20) of the system (17) is specially simple for the Haar wavelets $(M=1$, $g_{1}=-g_{2}$ ), namely
$x_{k}=s_{L-K+k}^{0}, \quad k=1, \ldots, K, M=1$.

Let us estimate the size of coefficients $x_{k}$ for Daubechies wavelets $(M>1)$. Since the application of the formulate (20) is recursive, we approximately have $x_{k-1} \approx \frac{x_{k}}{g_{2}}$. This makes the order $\mathrm{O}\left(x_{1}\right) \approx\left(\frac{1}{g_{2}}\right)^{K}$. The absolute value of the wavelet coefficient is $g_{2}=0.22$ for $M=2$ and quickly decreases towards zero as $M$ increases [3]. This makes $x_{1}$ a huge number for virtually any combination $K$ and $M>1$, which soon cannot be represented by a double precision number. Daubechies wavelets $(M>1)$ can be used only, if $K$ is sufficiently small. In practice this means, that one can expand the vector by only a few additional coefficients. Due to this limitation of Daubechies wavelets, we have used the Haar wavelets for the solution of the linear systems of equations of fluid flow.

### 3.3. The Haar wavelet transform for vectors of arbitrary length

Here, we introduce the modified Haar wavelet transform, which can transform vectors of any size, using a full matrix form instead of the pyramid scheme presented above. Let the Haar wavelet matrix be denoted by $H$. It is a square matrix with $2^{k_{\text {max }}+1} \times 2^{k_{\text {max }}+1}$ elements, including all wavelets up to the $k_{\text {max }}$ order. We would like to be able to transform a vector $f$ of $N$ components by multiplying it with the wavelet matrix. The number of components $N$ is larger than $2^{k_{\text {max }}}$, but smaller than $2^{k_{\text {max }}+1}$. We can always choose such $k_{\text {max }}$ that this inequality holds.

The strategy of our modification of the Haar wavelet transform is to expand the vector, which has $N$ components, to $2^{k_{\text {max }}+1}$ components in such a way, that the transformed vector $\hat{f}=H \vec{f}$ will have only $N$ non-zero components. The expansion is done by duplicating the last components of the vector (see Eq. (21)). The highest order wavelets in the bottom half of the Haar wavelet matrix have only two non-zero elements of the same magnitude and opposite sign. When those rows are multiplied with a vector with duplicated components, the result is zero. The expansion is a linear process and can be written in matrix form $\overrightarrow{E f}=\tilde{f}$. The expansion matrix $E$ has $2^{k_{\max }+1}$ rows and $N$ columns. An example of the expansion for $N=5$ and $k_{\max }=2$ is given in Eq. (22):

Applying the Haar wavelet matrix $H$ on the expanded vector $\vec{f}_{e}$ yields a vector with only $N$ non-zero elements:
$H E \vec{f}=H \overrightarrow{f_{e}}=\left|\hat{f}_{1}, \hat{f}_{2}, \hat{f}_{3}, \hat{f}_{4}, \hat{f}_{5}, 0,0,0\right|^{\mathrm{T}}=\hat{f}_{e}$.
Since all $\left(\hat{f}_{e}\right)_{i}$ components for $i>N$ are zero, one can introduce contraction linear operator $C$, which will transform $\hat{f}_{e}$ into $\hat{f}$ by disregarding the zeros. Writing $C$ in matrix form gives

$$
C H E \vec{f}=C \hat{f_{e}}=\begin{array}{ccccccccc}
\hat{f}_{1}  \tag{24}\\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{f}_{2} \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{f}_{3} \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & \hat{f}_{1} \\
\hat{f}_{4} & \hat{f}_{2} \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \hat{f}_{5} \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\hat{f}_{3} & \hat{f}_{4} \\
\hat{f}_{5} \\
& & & & & & & & 0 \\
\hat{f}_{5}
\end{array}
$$

The matrix product $C H E$ is a square matrix of $N \times N$ elements. The modified Haar or the CHE transform of a vector of arbitrary length can be written as $\hat{f}=C H E \vec{f}$. The inverse CHE transform is obtained by multiplying the wavelet coefficients with the inverse $(C H E)^{-1}$ matrix:
$\vec{f}=(C H E)^{-1} \hat{f}=E^{-1} H^{\mathrm{T}} C^{\mathrm{T}} \hat{f}$,
$(C H E)^{-1}(C H E)=E^{-1} H^{\mathrm{T}} C^{\mathrm{T}} C H E=\underline{I}$,
where $E^{-1}$ is a matrix that shortens the vector by disregarding duplicate elements, $H^{\mathrm{T}}$ is a transpose Haar wavelet matrix and $C^{\mathrm{T}}$ is a transpose $C$ matrix, which expands a vector by adding zeros to it. Matrices $C, C^{\mathrm{T}}, E$ and $E^{-1}$ are identity matrices, if the vector length $N$ is equal to the wavelet matrix dimension $N=2^{k_{\max }+1}$.

The CHE transform is still in its essence the Haar wavelet transform. Before the Haar transformation, the vector is modified in such manner, that just the right number of wavelet coefficient end up zero. Not storing zeros makes it possible to apply the CHE transform to a vector with an arbitrary number of components and store only the same number of wavelet coefficients.

## 4. Solving linear systems of equations using the modified Haar wavelet transform

The discretization procedure described in the beginning of this paper yields large systems of linear equations for equations of flow kinematics, vorticity transport and heat transport. Let us write the systems symbolically
$\underline{a} \vec{x}=\vec{b}$,
where the unknown values are $\vec{x}=x_{1}, x_{2}, \ldots, x_{n}$. The right hand side vector $\vec{b}=b_{1}, b_{2}, \ldots, b_{n}$ and the system matrix $\underline{a}$ with elements $a_{i j}$ are both known. Multiplying with the CHE wavelet matrix on both sides of Eq. (27) gives
$C H E a \vec{x}=C H E \vec{b}$.
The expression $(C H E)^{-1}(C H E)$ is equal to identity (Eq. (26)), so it can be inserted into Eq. (28) to obtain
$C H E a(C H E)^{-1} C H E \vec{x}=C H E \vec{b}$.
The new system matrix can now be defined as
$\underline{\hat{a}}=C H E \underline{a}(C H E)^{-1}=C H E \underline{a} E^{-1} H^{\mathrm{T}} C^{\mathrm{T}}$.
The product $C H E \underline{a}$ is the wavelet transform of all columns in $\underline{a}$ while $(C H E \underline{a})(C H E)^{-1}$ transforms all rows in the product CHEa. Thus, the majority of information is written in large elements of $\underline{\hat{a}}$, while the redundant information of $\underline{a}$ is represented in small elements in $\underline{\hat{a}}$.


Fig. 1. The magnitude of absolute element values of the system matrix $\underline{\hat{a}}$. The largest elements lie on the diagonal and were, for the purpose of clearer presentation, decreased by a factor of 10 . The matrix was taken from a flow kinematics calculation described in Section 5.

In Fig. 1, we displayed the magnitude of absolute element values of the system matrix $\underline{\hat{a}}$. The shown system matrix solves the flow kinematics equation with the velocity prescribed as the boundary condition. The numerical example is described in more detail below. The difference between absolute values of small and large elements in the matrix is several orders of magnitude.

The vectors $\vec{x}$ and $\vec{b}$ in Eq. (29) are transformed according to Eq. (24). Finally, we have a new system of linear equations
$\hat{\underline{a}} \hat{x}=\hat{b}$
governed by the new system matrix $\underline{\hat{a}}$. When the system is solved for $\hat{x}$, we obtain the final solution vector with the inverse wavelet transform (Eq. (25)) $\vec{x}=(C H E)^{-1} \hat{x}$.

The main advantage of this procedure is that the unknown vector in the new linear system of equations $\hat{x}$ consists of wavelet coefficients of the unknown vector $\vec{x}$ of the original system of equations. Let us examine the inverse transformation, which calculates $\vec{x}$ out of coefficients $\hat{x}$. Only a few coefficients $\hat{x}_{i}$ are needed to obtain a good approximation for $\vec{x}$. The vast number of other coefficients only make an already good approximation even better and if we use all of them, we obtain the perfect reconstruction of $\vec{x}$. Even if our new system of equations calculates $\hat{x}$ imperfectly, the inverse wavelet transformation will still give us a good approximation of $\vec{x}$. The strategy for the imperfect calculation of $\hat{x}$ was already proposed among others by Bucher et al. [2]. It suggests that elements of the system matrix $\underline{\underline{a}}$, that have small absolute values, could be thresholded, because they carry redundant information.

The thresholding operation proposed by Bucher et al. [2] is $\operatorname{threshold}(\hat{\underline{a}})= \begin{cases}\hat{\underline{a}}_{i j} ; & \left|\underline{\underline{a}}_{i j}\right| \geq \alpha \\ 0 ; & \text { otherwise }\end{cases}$

Let $\bar{m}$ be the average value of absolute elements of $N \times N$ system matrix defined as
$\bar{m}=\frac{1}{N^{2}} \sum_{i} \sum_{j}\left|\hat{a}_{i j}\right|$.
We chose factors $\kappa$ of $\bar{m}$ to be the thresholds $\alpha=\kappa \bar{m}$ for the thresholding of elements in Eq. (32). Since the user has but little knowledge of the magnitude of elements in the system matrix it is convenient to express thresholding limit in terms of the factor $\kappa$. Although one could set the thresholding limit in terms of the number of thresholded elements, choosing the value of $\kappa$ has three advantages.

- The thresholding operation algorithm is easier to develop.
- The RMS difference between solutions of the linear systems of equations with and without thresholding is linearly proportional to the factor $\kappa$ and exponentially proportional to the share of thresholded elements.
- The dependence of the RMS difference to $\kappa$ is independent of the size of the system of equations, whereas the RMS difference at a fixed share of thresholded elements depends on the system matrix size.

To show this advantages we devised the following numerical test. Three flow kinematics system matrices with 120, 240 and 360 equations were prepared. All were taken from the driven cavity flow test case, which is described in detail in Section 5. We solved the three systems for 100 random right hand side vectors for a wide range of $\kappa$ values, calculating the RMS difference between solution vector obtained at $\kappa=0$ and vectors obtained at non-zero $\kappa$. The average of the 100 RMS values is shown in Fig. 2. Please note that the factor $\kappa$ in Fig. 2 a is plotted in $\log -\log$ scale and therefore the function $\operatorname{RMS}(\kappa)$ is linear and independent of the number of equations in the system. At values of $\kappa$ larger than $\kappa \approx 10$, only the diagonal of the system matrix is retained and the RMS difference becomes flat and independent of $\kappa$. On the other hand, the dependence of RMS on the share of thresholded elements, plotted in graph in Fig. 2b, is exponential and depends on the number of equations.

We shall now review this section by writing a solution algorithm for a system of linear equations using the wavelet matrix compression technique. The boundary element method (or any other numerical scheme) produces the system matrix $\underline{a}$ and the right hand side vector $\vec{b}$. The user chooses the factor $\kappa$ as one of the input parameters of the numerical scheme.

1. We calculate wavelet transform of the right hand side vector $\hat{b}=C H E \vec{b}$.


Fig. 2. The RMS difference between solution vectors obtained with and without thresholding in dependence of (a) the factor $\kappa$ and (b) the share of thresholded elements.
2. Next we have to calculate the new system matrix via the following matrix product: $\underline{\hat{a}}=\operatorname{CHEaE}^{-1} W^{\mathrm{T}} C^{\mathrm{T}}$. Although the fast pyramid scheme of Beylkin et al. [1] can be applied, this product still takes a substantial amount of CPU time.
3. We zero out elements in $\underline{\hat{a}}$, that have absolute values less than the chosen threshold $\alpha=\kappa \bar{m}$ (Eq. (32)).
4. The thresholded matrix is now written in a compressed form. We used the compressed row storage technique [10].
5. We solve $\underline{\hat{a}} \hat{x}=\hat{b}$ for $\hat{x}$ instead of $\underline{a} \vec{x}=\vec{x}$ for $\vec{x}$.
6. Finally, we calculate the inverse wavelet transform $\vec{x}=(C H E)^{-1} \hat{x}$ and obtain the solution vector.


Only step 5 is needed, when solving the system without usage of the wavelet transform. It is therefore imperative that steps $1-4$ and 6 take less computation time than it is saved by the faster solution of the system in step 5.

The calculation of the new system matrix in step 2 (Eq. (30)) takes up the majority of CPU time. Each row and column must be extended $(E)$, then transformed $(H)$ and finally compressed $(C)$. We measured CPU time needed for step 2 for systems with different number of equations. Results are shown in Fig. 3b, where it can be seen that the shape of the time versus number of equations curve is parabolic. Hence, the CPU time needed for the calculation


Fig. 3. The CPU time needed for (a) the solution of three wavelet transformed systems of equations and three $(\mathrm{CHE}) \underline{a}(\mathrm{CHE})^{-1}$ calculations versus the share of thresholded elements; (b) $(C H E) \underline{a}(C H E)^{-1}$ calculations versus the number of equations $N$.
of the new system matrix is proportional to the square of the number of equations.

The wavelet solution algorithm saves CPU time by solving the system of linear equations faster (step 5 in the above algorithm). To be able to see how much CPU time can be saved, we repeated the numerical test described above. Three kinematics equation systems (120, 240 and 360 equations) were solved for random right hand side vectors. The BICGSTAB [15] solver with diagonal preconditioning was used. Both the CPU time needed for the solution versus share of thresholded elements and the time needed for the calculation of the new system matrix (which is independent of the share of thresholded elements) are shown in Fig. 3a. The sharp decrease in CPU time at very large shares of thresholded elements is due to the fact, that only the diagonal elements are non-zero and hence the solution of the system is trivial. Unfortunately, we can observe, that the CPU time needed for the calculation of the new system matrix is longer than the time required for the iterative solution of the original system. Thus, the CPU time cannot be saved, if the system needs to be solved for only one right hand side vector. It was already reported by González et al. [7] and Beylkin et al. [1] that the cost of iterative solvers for sparse systems is of the order $\mathrm{O}(N \log N)$, while the wavelet compression of the system matrix has the cost of $\mathrm{O}\left(N^{2}\right)$. Therefore, CPU time can be saved only, if we are solving the system for more than one right hand side vector.

In order to implement Eq. (30) to calculate the wavelet transformed system matrix $\underline{\hat{a}}$ one needs the whole system matrix $\underline{a}$ in storage. The implementation itself requires only one additional vector to store the temporary wavelet coefficients. Since, Eq. (30) has to be solved prior to the iterative process only once, the original system matrix may be stored outside the core memory. After compression, the original matrix is disregarded and only the compressed matrix, which should fit into the core memory, is stored and used throughout the iterative process to obtain solutions for different right hand side vectors.

Our work focuses mainly on the accelerated solution of linear systems of equations. However, wavelet compression may be used on any linear equation involving matrices and vectors. Storage requirements for explicit calculations like $\vec{x}=\sum \underline{m}_{i} \cdot \vec{v}_{i}$ may be efficiently reduced with wavelet compression of matrices $\underline{\hat{m}}_{i}=C H E \underline{m}_{i}(C H E)^{-1}$ and solving the equation for wavelet transformed vector $\hat{x}=\sum \hat{\underline{n}}_{i} \cdot \hat{v}_{i}$. Such schemes are especially useful in cases when storage is more of a problem than CPU time.

## 5. Wavelet transform for flow kinematics

The use of the boundary element method, to solve the governing equations of fluid flow written in the velocity - vorticity formulation, requires a coupled iterative solution procedure. Equations of fluid kinematics (8)
and (9), vorticity transport (10) and heat transport (11) are to be solved for each iterative step. This procedure is described in detail in Škerget et al. [16]. The main difference between the flow kinematics and kinetics equations is, that the system matrix $\underline{a}$ changes for each iterative step for equations of vorticity and heat transport, yet it is kept constant for the flow kinematics equation. The reason for this is that the velocity field, which changes every iteration, is needed to calculate convective transport in kinetics equations (10) and (11). This means that the most CPU intensive step in the wavelet solution algorithm (2) needs to be calculated only once for the flow kinematics equation, and in each iterative step for the transport equations. As it was shown in Section 4, wavelet matrix preparation takes longer than the solution of the system, so using wavelet transform for the solution of kinetics equations would prolong computation time. For this reason, we focused our attention on the wavelet solution of the flow kinematics. In special cases, e.g. creeping flow, the kinetics equations can also be kept constant by neglecting convective terms in Eqs. (10) and (11). In the sub-domain technique [10], the kinetics system matrix is temporary frozen in the iteration process and changes only every 10 or so iterations. Using the wavelet transform with fluid kinetics in the sub-domain technique will be investigated in forthcoming research.

The use of wavelet compression for the solution of the flow kinematics equation produces inaccurate boundary vorticity values each iterative step. Those are used for the solution of the transport equations. The BICGSTAB [15] solver with diagonal preconditioning was used for solving all systems of linear equations. When the solution vorticity field changes between iterations for less than the convergence criteria (RMS difference between vorticity fields in subsequent iterations is less than $\epsilon=5 \times 10^{-6}$ ), the final solution is written and the calculation process is stopped. To get a quantitative representation of the error that is caused by the wavelet compression we used the root mean square (RMS) measure between the solution fields obtained with and without the use of wavelets. The RMS measure is the square root of the sum of squared differences between the fields divided by the sum of squared values of the field calculated without wavelets.

Two numerical test examples were investigated: the onset of natural convection in a closed cavity and isothermal fluid flow in a square driven cavity. Natural convection onsets in a closed square cavity because of the buoyancy force, which is approximated via the Boussinesq approximation in our formulation. The test configuration is shown in Fig. 4a. The left wall is heated constantly at temperature $T_{1}$, while the right wall is cooled and kept at $T_{0}$. The bottom and the top walls are adiabatic, while the gravity force acts in a downward direction. The fluid is at rest on all walls. This test was covered extensively by Davies [4] and Davies and Jones [5]. The benchmark Nusselt number $N u=\int_{0}^{1} \frac{\partial T}{\partial n} \mathrm{~d} y$ for the middle vertical plane was used for quantitative comparison of the results.


Fig. 4. Presentation of the two tests: (a) the onset of natural convection in a closed cavity and (b) isothermal flow in a square driven cavity.

The second test example investigated was the driven cavity test. The fluid in the cavity is isothermal, so it is not necessary to solve the heat transport equation. We are seeking an iterative solution of only fluid kinematic equation and vorticity transport equation. The driven cavity is presented in Fig. 4b. On the top wall, the velocity is prescribed in the $x$ direction $\vec{v}=\vec{v}_{x}$, whereas on the other walls, the flow velocity is zero. Ghia et al. [6] benchmark velocity profiles were used for comparison

Our aim is to use the two tests to establish the dependence of the RMS error of the final temperature and velocity fields on the share of thresholded elements for different Rayleigh ( $R a$ ) and Reynolds ( $R e$ ) number values and for different mesh densities.

### 5.1. Share of thresholded elements

The first set of calculations was made to establish the dependence on the share of thresholded elements. We chose a 120 equation linear system for the solution of fluid kinematics. The onset of natural convection was calculated for $R a=10^{4}$ and the fluid in the driven cavity was at $R e=400$. Altogether we made six calculations of each test, changing the share of thresholded elements by making use of the factor $\kappa$. The first calculation was made without using wavelet compression $(\kappa=0)$. The RMS difference of the temperature and velocity fields calculated with and without the use of wavelets is presented, along with other parameters of the calculations, in Table 1. In the Table and in the graph in Fig. 5, we can see that the RMS difference increases approximately linearly with $\kappa$, which is in agreement with the dependence on $\kappa$ of RMS errors caused by wavelet transforms of a single vector, discussed in Section 5. The resulting temperature field and the velocity profiles are shown on Fig. 6.

Natural convection in a cavity is strong along the walls of the cavity, where velocity and its gradients are large. In the center of the cavity, diffusion is the dominant heat transport process. Wavelet solution of fluid kinematics introduces a numerical error, which is large in the convection-governed part of the cavity and small in the center of the cavity, where diffusion dominates. The increasing numerical error with $\kappa$ is also reflected in the increasing difference of the Nusselt number to the benchmark in the driven cavity test.

Table 1
Error analysis of wavelet compressed solutions of the discrete fluid kinematic equation using linear systems of 120 equations for the onset of natural convection test and the driven cavity test

| $\kappa$ | Share | Natural convection |  |  | Driven cavity |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{RMS}(T)$ | $N u$ | $N u_{b}$ | $\operatorname{RMS}\left(\vec{v}_{x}\right)$ | $\operatorname{RMS}\left(\vec{v}_{y}\right)$ |
| 0.0 | 0.000 | 0.0 | 2.24504 | 2.243 | 0.0 | 0.0 |
| $10^{-3}$ | 0.109 | $3.62 \times 10^{-6}$ | 2.24502 | 2.243 | $1.02 \times 10^{-6}$ | $1.10 \times 10^{-6}$ |
| $10^{-2}$ | 0.387 | $2.42 \times 10^{-5}$ | 2.24515 | 2.243 | $6.14 \times 10^{-5}$ | $8.92 \times 10^{-5}$ |
| $10^{-1}$ | 0.710 | $0.90 \times 10^{-4}$ | 2.24512 | 2.243 | $1.18 \times 10^{-3}$ | $1.51 \times 10^{-3}$ |
| $10^{+0}$ | 0.883 | $1.78 \times 10^{-3}$ | 2.24971 | 2.243 | $9.38 \times 10^{-3}$ | $1.37 \times 10^{-2}$ |
| $10^{+1}$ | 0.987 | $0.76 \times 10^{-2}$ | 2.26865 | 2.243 | $7.58 \times 10^{-2}$ | $1.05 \times 10^{-1}$ |

The RMS columns show the RMS difference between the final temperature and velocity fields solved with and without the use of wavelets. The middle vertical plane benchmark Nusselt number $N u=\int_{0}^{1} \frac{\partial T}{\partial n} \mathrm{~d} y$ is shown alongside the benchmark Nusselt number $N u_{b}[4]$.

Looking at the velocity profiles in graphs b and c in Fig. 6, we can also confirm, that the profiles calculated with wavelets deviate from benchmark profiles mostly in the areas of high velocity and gradients. For every driven cavity test examined we found that $\operatorname{RMS}\left(\vec{v}_{y}\right)$ is always larger than $\operatorname{RMS}\left(\vec{v}_{x}\right)$. This is due to the geometry of the driven cavity test.

### 5.2. Reynolds and Rayleigh number values

Let us now examine the effect of $R a$ and $R e$ number values on the error introduced by wavelet compressed solutions of the fluid kinematics equation. Again, a 120 linear equation system was chosen. The factor $\kappa$ was


Fig. 5. The RMS error of the temperature field in the onset of natural convection test and the RMS error of the velocity field in the driven cavity test plotted versus the factor $\kappa$.


Fig. 6. The lines of constant temperature (a) in the onset of natural convection test and horizontal (b) and vertical (c) velocity profiles in the driven cavity test for $\kappa=0$ (solid lines) and $\kappa=10$ (dashed lines). Ghia et al. [6] benchmark velocity profiles are shown with squares.

Table 2
Error analysis with regard to changing $R a$ and $R e$ number values

| Discrete form of flow kinematics has 120 equations, $\kappa=8.0$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Natural convection |  |  |  |  | Driven cavity |  |  |
| $R a$ | $\mathrm{RMS}(T)$ | $N u$ | $N u_{0}$ | $N u_{b}$ | $R e$ | $\operatorname{RMS}\left(\vec{v}_{x}\right)$ | $\operatorname{RMS}\left(\vec{v}_{y}\right)$ |
| $10^{3}$ | $2.239 \times 10^{-3}$ | 1.124 | 1.118 | 1.118 | 100 | $3.123 \times 10^{-2}$ | $6.057 \times 10^{-2}$ |
| $10^{4}$ | $8.666 \times 10^{-3}$ | 2.277 | 2.245 | 2.243 | 400 | $4.881 \times 10^{-2}$ | $6.902 \times 10^{-2}$ |
| $10^{5}$ | $39.42 \times 10^{-3}$ | 4.656 | 4.539 | 4.519 | 1000 | $11.61 \times 10^{-2}$ | $14.48 \times 10^{-2}$ |

$N u_{0}$ is the Nusselt number value of the solution calculated without wavelets. Other notation is the same as in Table 1.
kept constant for all calculations and was set to $\kappa=8.0$. This value was chosen based on the linear RMS versus $\kappa$ dependence established in Section 5.1. This choice leaves 256 non-zero system matrix elements out of 14,400 , making the share of thresholded elements 0.9822 . The onset of natural convection was evaluated for three Rayleigh number values $R a=10^{3}, 10^{4}, 10^{5}$, while the velocity field in a driven cavity was evaluated for three Reynolds number values $R a=100$, 400, 1000. The RMS differences between resulting temperature and velocity fields obtained with and without the use of wavelets are shown in Table 2.

The rate of convective heat transport in the cavity is characterized by the Rayleigh number value. The higher the value the stronger the convection. At higher Ra number value, velocities and velocity gradients are larger than at lower Ra number value. Thus, the inaccuracies in the solution of fluid kinematics equation at higher $R a$ number values, which are due to the use of wavelets, have stronger influence on the solution of transport equations and hence on the final temperature field. Looking at the $\operatorname{RMS}(T)$ column of Table 2 it is evident, that the RMS difference rises with increasing Rayleigh number value. In Fig. 7, the resulting temperature fields are plotted for all three Rayleigh number values.


Fig. 7. The lines of constant temperature in a closed square cavity. The solid lines are temperature field solutions calculated without wavelet compression, dashed lines were calculated using wavelets at $\kappa=8.0$ and (a) $R a=10^{3}$; (b) $R a=10^{4}$; (c) $R a=10^{5}$.

Table 3
Error analysis with regard to increasing computational mesh density

| $\kappa=8.0, R a=10^{4}, R e=400$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of equation | Share | Natural convection |  |  |  | Driven cavity |  |
|  |  | $\mathrm{RMS}(T)$ | $N u$ | $N u_{0}$ | $N u_{b}$ | $\operatorname{RMS}\left(\vec{v}_{x}\right)$ | $\operatorname{RMS}\left(\vec{v}_{y}\right)$ |
| 80 | 0.9826 | $11.82 \times 10^{-3}$ | 2.244 | 2.248 | 2.243 | $18.26 \times 10^{-2}$ | $24.31 \times 10^{-2}$ |
| 120 | 0.9822 | $8.666 \times 10^{-3}$ | 2.277 | 2.245 | 2.243 | $4.881 \times 10^{-2}$ | $6.902 \times 10^{-2}$ |
| 160 | 0.9792 | $4.301 \times 10^{-3}$ | 2.267 | 2.245 | 2.243 | $2.879 \times 10^{-2}$ | $3.293 \times 10^{-2}$ |

Notation is the same as in Table 2.

Decreasing solution accuracy with increasing $R a$ number value is obvious. Similarly in the driven cavity test, the higher Reynolds number value increases the RMS difference between velocity fields. Non-linearity of the momentum transport equation is more severe at higher Re number value and its solution more susceptible to the inaccuracies of the boundary conditions, which are set by the wavelet solution of the fluid kinematics equation.

### 5.3. Computational mesh density

To be able to understand the effect of computational mesh density on the employability of the wavelet compressed solutions of fluid kinematics equation, we repeated the two numerical tests with different mesh densities. We chose $\kappa=8.0, R a=10^{4}, R e=400$ and three mesh densities: the discrete form of the fluid kinematics equation had 80,120 and 160 equations. The RMS differences between resulting temperature and velocity fields obtained with and without the use of wavelets are shown in Table 3.

All RMS error values decrease with increasing mesh density when the factor $\kappa$ is kept constant. We have shown in Fig. 2, that the RMS error caused by preforming an inverse wavelet transform at constant $\kappa$ on a vector of
arbitrary size is constant. Hence, the boundary vorticities obtained by solving the flow kinematics equation with wavelets have the same RMS error regardless of the mesh density. When this constant error is introduced through boundary conditions to the solution of flow transport equations, it has a larger effect on the solution fields at lower mesh densities and a smaller effect at high mesh densities. This effect is visualized in Fig. 8, where the vorticity distributions of the natural convection test were plotted for all three cases. The increase of solution accuracy with increased mesh density can readily be observed.

This work was focused mainly on saving computational time by compressing an already formed full system matrix. Further work will investigate the possibility of completely abandoning the full system matrix and using the wavelet compressed matrix also for right hand side vector computations and for explicit computations of the fields inside of the domain.

## 6. Conclusions

In this paper, we presented an implementation of wavelet transform for acceleration of solutions of systems of linear equations. The velocity-vorticity [16-18] formulation of


Fig. 8. Vorticity distribution in a closed square cavity for the onset of natural convection test. The solid lines are calculated without wavelet compression, dashed lines were calculated using wavelets at $\kappa=8.0$. The flow kinematics equation was discreteized by (a) 80 equations, (b) 120 equations and (c) 160 equations.
the governing equations of fluid flow and heat transport was used. The boundary element method solving the governing equations was upgraded with the wavelet matrix compression technique. A modification of the discrete wavelet transform, which transforms vectors with arbitrary number of elements, was introduced.

In the wavelet solution algorithm, the system matrix is thresholded by zeroing out elements, which have absolute values less than a chosen threshold $\alpha$. We proposed the threshold to be a factor $\kappa$ of the mean absolute value of all matrix elements $\bar{m} ; \alpha=\kappa \bar{m}$ It was shown, that the error caused by thresholding elements is linearly dependent on the factor $\kappa$, while the dependence on the share of thresholded system matrix elements is highly non-linear.

Fluid and heat flow in two numerical tests was investigated. The standard onset of natural convection in a square cavity and the flow in the driven cavity tests were solved with and without the use of wavelets for the flow kinematics equation for different $R a, R e$, mesh densities and factors $\boldsymbol{\kappa}$. It was shown that the RMS difference between the final solution field calculated with wavelets and the one obtained without wavelets increases linearly with the factor $\kappa$. The RMS difference also increases with increasing Rayleigh and Reynolds number values at the same share of thresholded elements. On the other hand, increasing computation mesh density enables us to threshold more elements to end up with the same RMS difference.
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