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#### Abstract

In this paper we present analytical expressions for the computation of singular integrals obtained in the discretisation of boundary integral equations for the Laplace and creeping flow (Stokes) problems with triangular or quadrilateral boundary elements with linear interpolation of the potential and constant interpolation of the flux. We compare the singular integrals computed with the presented analytical expressions with the same integrals computed with numerical quadrature and find that a considerably larger computational effort has to be made for numerical quadrature to achieve high accuracy than with the analytical expression. Furthermore, we show that the accuracy in solving a Laplace test case and a creeping flow test case using analytical expressions for singular integrals is better than the accuracy achieved with numerical quadrature. The analytical expressions are listed in the appendix of the paper and their implementation in computer code is available online.


## 1. Introduction

It is well known that when applying the Boundary Element Method (BEM) to solve any engineering problem, singular integrals must be evaluated. Since this is a challenge for numerical implementation, many efforts [1-17] have been made to develop methods for efficient and accurate computation of these singular integrals. Various schemes such as the polar coordinate transformation, the singularity subtraction method, polynomial transformation method [18], distance transformation method [19], special quadratures, interval subdivision method [20,21], variable transformation methods, recursive algorithms, etc., have been developed. Researchers [22-25] have also considered nearly singular integrals, which occur when the source point is close but not on the boundary element. Some researchers [26] propose semianalytical approaches to calculate singular integrals in isogeometric boundary element method for potential problem. To this day, numerical quadrature schemes [27-30] are developed with the aim of calculation of singular integrals arising from boundary integral equations. A wide variety of research topics in sciences and engineering was targeted, for example a numerical integration scheme for Stokes flow was presented by [31].

The singular integrals can be calculated most efficiently if an analytical expression for the solution is found (see [32]). In most cases, using an analytical expression saves computational time and guarantees high accuracy of the resulting integral value. It is almost impossible to find
a general expression for the singular integral because it depends not only on the Green's function that forms the kernel of the integral, but also on the type of boundary element used, the position of the source point within the element, the interpolation scheme used and whether the problem is viewed in 2D or 3D. However, by choosing the Green's function, the interpolation scheme and the type of boundary element, it is possible to find analytical expressions for singular integrals for different source point positions.

Ren and Chan [33] proposed a method for deriving analytical expressions for a singular integrals. They proposed to map a triangular boundary element in 3D space to a reference triangle in a plane where analytical integration is possible. They provided analytical expressions for constant triangular elements for Laplace and Stokes kernels. In this paper we extend their work to linear triangular and quadrilateral elements with linear interpolation of the function and constant interpolation of the flux. We also present an algorithm to construct an analytical expression for each singular boundary element defined in a plane. The presented expressions are new and will be useful to the developers of BEM codes, as they will be able to avoid complicated numerical quadrature algorithms with numerical parameters that lead to unknown accuracy in the computation of singular integrals. To make it easier for other researchers to use the analytical expressions, we have included a computer code implementation of the derived analytical expressions in the supplementary material [34].

The paper is structured as follows: In Section 2 we briefly introduce the boundary integral equations for the Laplace and creeping flow problems. In Section 3 we derive the expression for the singular integrals. The expressions themselves are given in the appendix. In Section 4 we compare analytical expressions with numerical quadrature and in Section 5 we present two test cases for the Laplace and Stokes equations using analytical expressions for singular integrals. The last section contains the conclusions.

## 2. Boundary integral equations

In this section we introduce the boundary integral equations and the associated singular integrals for the Laplace equation and the creeping flow problem (the Stokes equation). We include only an overview of the numerical algorithm, additional details are given in our previous works [35-38], where our BEM solution of these problems is given in all detail.

### 2.1. The Laplace equation

Let the unknown potential be denoted by $u$ and defined in 3D with a position vector $\vec{r} \in \mathbb{R}^{3}$. The boundary integral representation of the Laplace equation, $\nabla^{2} u=0$, can be written as [39]:
$c(\vec{\xi}) u(\vec{\xi})+\int_{\Gamma} u \vec{\nabla} u^{\star} \cdot \vec{n} d \Gamma=\int_{\Gamma} u^{\star} \underbrace{(\vec{n} \cdot \vec{\nabla} u)}_{q} d \Gamma, \quad \vec{\xi} \in \Gamma$,
where $\Gamma$ is the domain boundary, $\vec{\xi}$ is the source point at the boundary, $\vec{n}$ is the normal on the boundary and $c$ is the free coefficient. Defining $\hat{r}=\vec{r}-\vec{\xi}$ and $r=|\hat{r}|$ we can write the fundamental solution of the Laplace operator and its gradient as $u^{\star}=-1 /(4 \pi r)$ and $\vec{\nabla} u^{\star}=-\hat{r} /\left(4 \pi r^{3}\right)$, respectively. Such a representation enables us to only solve for the unknowns at the boundary of the domain, since the solution in the interior depends only of the knowledge of boundary variables (potential $u$ and flux $q=\vec{n} \cdot \vec{\nabla} u$ ).

To obtain a system of linear equations for the unknowns at the boundary, we discretise the boundary with boundary elements. Within boundary elements we use linear interpolation of potential $u=\sum \Phi_{i} u_{i}$ and constant interpolation of flux. Using this interpolation scheme one must calculate the following integrals on each boundary element $l$ :
$H_{i}^{(l)}=\int_{\Gamma_{l}} \Phi_{i} \vec{\nabla} u^{\star} \cdot \vec{n} d \Gamma, \quad G^{(l)}=\int_{\Gamma_{l}} u^{\star} d \Gamma$.
By placing the source points in all (potential and flux) boundary nodes, and taking note of the boundary conditions, we are able to set up a system of linear equations, which can be solved for the unknown boundary variables. This approach has been used by Šušnjara et al. [35,36] using purely numerical integration routines to solve an electrostatics problem.

### 2.2. The Stokes equation

We consider the steady incompressible flow of a Newtonian fluid at very small Reynolds numbers, i.e. $R e \ll 1$, where we can neglect the advection term in the Navier-Stokes equations, leading to the equations of creeping flow (Stokes):
$\vec{\nabla} \cdot \vec{u}=0, \quad \vec{\nabla} \cdot \underline{\sigma}+\rho \vec{g}=0$.
Here $\vec{u}$ is the flow velocity, $\rho$ is the fluid density and $\vec{g}$ is the gravitational acceleration. The Cauchy stress tensor $\underline{\sigma}$ is defined as $\underline{\sigma}=$ $-P \underline{I}+\underline{\tau}$, where $P$ is the pressure, $\underline{I}$ the identity tensor, and $\underline{\tau}$ the viscous stress tensor. A Newtonian model for the viscous stress tensor $\tau_{i j}=\mu\left[\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right]$ leads to the following form of the Stokes equation
$-\vec{\nabla} P+\mu \nabla^{2} \vec{u}+\rho \vec{g}=0$,
where $\mu$ is the fluid viscosity. Finally, we recognise, that gravity is a conservative force, which may be written as a gradient of the gravitational potential and introduce a modified pressure as $p=P-\rho \Phi$, where $\vec{g}=\vec{\nabla} \Phi$. With this, the final form of the Stokes equation is:
$-\vec{\nabla} p+\mu \nabla^{2} \vec{u}=0$.
The Stokes flow Green's functions satisfy the continuity equation $\vec{\nabla} \cdot \vec{u}=0$ and are the solutions of the singularly forced Stokes equation. The 3D free-space Green's functions are
$\mathcal{G}_{i j}^{\star}=\frac{\delta_{i j}}{r}+\frac{\hat{r}_{i} \hat{r}_{j}}{r^{3}}, \quad \mathcal{T}_{i j k}^{\star}=-6 \frac{\hat{r}_{i} \hat{r}_{j} \hat{r}_{k}}{r^{5}}$.
The boundary integral representation for the Stokes problem is [40]:
$c(\vec{\xi}) u_{j}(\vec{\xi})=\int_{\Gamma}^{P V} u_{i} \mathcal{T}_{i j k}^{\star} n_{k} d \Gamma-\frac{1}{\mu} \int_{\Gamma} \mathcal{G}_{j i}^{\star} q_{i} d \Gamma$,
where $c(\vec{\xi})=2 \alpha$ is twice the solid angle as seen from the point $\vec{\xi}$, i.e. in the interior of the domain $c=8 \pi$, at a smooth boundary $c=4 \pi$. The normal vector $\vec{n}$ points into the domain. The terms on the right represent the double and single layer potentials of the threedimensional Stokes flow. To derive a discrete version of (7) we consider the boundary $\Gamma=\sum_{l} \Gamma_{l}$ to be decomposed into boundary elements $\Gamma_{l}$ :
$c(\vec{\xi}) u_{j}(\vec{\xi})=\sum_{l} \int_{\Gamma_{l}}^{P V} u_{i} \mathcal{T}_{i j k}^{\star} n_{k}^{(l)} d \Gamma-\frac{1}{\mu} \sum_{l} \int_{\Gamma_{l}} \mathcal{G}_{j i}^{\star} q_{i} d \Gamma$,
where $n_{k}^{(l)}$ is the $k$ component of the normal vector pointing from boundary element $l$ into the domain.

Let $\Phi$ be the interpolation functions used to interpolate the function values within boundary elements, i.e. $u_{i}=\sum_{m} \Phi_{m} u_{i}^{(l, m)}$, where $u_{i}^{(l, m)}$ is the $m$ th nodal value of function within $l$ th boundary element. Constant interpolation is considered for flux. This yields:
$c(\vec{\xi}) u_{j}(\vec{\xi})=\sum_{l} \sum_{m} u_{i}^{(l, m)} \int_{\Gamma_{l}}^{P V} \Phi_{m} \mathcal{T}_{i j k}^{\star} n_{k}^{(l)} d \Gamma-\frac{1}{\mu} \sum_{l} q_{i}^{(l)} \int_{\Gamma_{l}} \mathcal{G}_{j i}^{\star} d \Gamma$.
The following integrals must be calculated for each boundary element $l:$

$$
\begin{align*}
& T_{i j}^{(l, m)}(\vec{\xi})=\int_{\Gamma_{l}}^{P V} \Phi_{m} \mathcal{T}_{i j k}^{\star} n_{k}^{(l)} d \Gamma \\
& G_{i j}^{(l)}(\vec{\xi})=\int_{\Gamma_{l}} \mathcal{G}_{i j}^{\star} d \Gamma \tag{10}
\end{align*}
$$

Considering boundary conditions we can place the source point into nodes, where unknown values are located an produce a system of linear equations for the velocity and traction. This approach has been used by Štrakl et al. [37,38] to estimate the force acting on a particle in Stokes flow, where additional details can be found. Their implementation used solely numerical integration.

## 3. Evaluation of singular integrals

### 3.1. Triangular elements

To derive the analytical expressions for singular integrals we first translate, rotate and map the boundary element onto a reference triangle on a plane. This converts a surface integral in 3D space to a double integral over a reference triangle. The procedure was proposed Ren and Chan [33] and is sketched in Fig. 1. The boundary element is initially defined in the frame of reference $O_{1}$ with nodes $\vec{a}_{1}, \vec{b}_{1}$ and $\vec{c}_{1}$. Its barycentre is at $\vec{s}_{1}=\left(\vec{a}_{1}+\vec{b}_{1}+\vec{c}_{1}\right) / 3$. We use translation to set the origin of the frame of reference $O_{2}$ into the barycentre of the element with $\vec{a}_{2}=\vec{a}_{1}-\vec{s}_{1}, \vec{b}_{2}=\vec{b}_{1}-\vec{s}_{1}$ and $\vec{c}_{2}=\vec{c}_{1}-\vec{s}_{1}$. Next, we define an orthonormal basis $\left(\vec{x}_{r}, \vec{y}_{r}, \vec{z}_{r}\right)$ with origin at $O_{2}$ and $\vec{z}_{r}$ pointing in the normal direction by
$\vec{x}_{r}=\frac{\vec{b}_{2}-\vec{a}_{2}}{\left|\vec{b}_{2}-\vec{a}_{2}\right|}, \quad \vec{z}_{r}=\frac{\left(\vec{c}_{2}-\vec{a}_{2}\right) \times \vec{x}_{r}}{\left|\left(\vec{c}_{2}-\vec{a}_{2}\right) \times \vec{x}_{r}\right|}, \quad \vec{y}_{r}=\frac{\vec{z}_{r} \times \vec{x}_{r}}{\left|\vec{z}_{r} \times \vec{x}_{r}\right|}$.


Fig. 1. Translation ( $O_{1} \rightarrow O_{2}$ ), rotation ( $O_{2} \rightarrow O_{3}$ ) and mapping ( $O_{3} \rightarrow O_{4}$ ) of a triangular boundary element to a reference triangle on the ( $x_{4}$, $y_{4}$ ) plane.

Defining the bases $\hat{i}=(1,0,0), \hat{j}=(0,1,0)$ and $\hat{k}=(0,0,1)$ we define a rotation matrix for the ( $\mathrm{O}_{2} \rightarrow \mathrm{O}_{3}$ ) rotation as
$\underline{R}=\left(\begin{array}{ccc}\vec{x}_{r} \cdot \hat{i} & \vec{x}_{r} \cdot \hat{j} & \vec{x}_{r} \cdot \hat{k} \\ \vec{y}_{r} \cdot \hat{i} & \vec{y}_{r} \cdot \hat{j} & \vec{y}_{r} \cdot \hat{k} \\ \vec{z}_{r} \cdot \hat{i} & \vec{z}_{r} \cdot \hat{j} & \vec{z}_{r} \cdot \hat{k}\end{array}\right)$.
Now, we can calculate the element node locations in $O_{3}$ as $\vec{a}_{3}=\underline{R} \cdot \vec{a}_{2}$, $\vec{b}_{3}=\underline{R} \cdot \vec{b}_{2}$ and $\vec{c}_{3}=\underline{R} \cdot \vec{c}_{2}$. Since the $z_{3}$ axis is normal to the plane in which the element is located, the $z$ components of $\vec{a}_{3}, \vec{b}_{3}$ and $\vec{c}_{3}$ are zero.

Next we map $\vec{a}_{3}$ to $(1,0), \vec{b}_{3}$ to $(0,1)$ and $\vec{c}_{3}$ to $(0,0)$ in $O_{4}$ frame of reference (here we omit $z$ components as they are all zero). Setting the origin for frame of reference $O_{4}$ to node $c$, we derive the mapping matrix by requiring
$\underline{\boldsymbol{M}} \cdot\binom{1}{0}=\binom{a_{3, x}-c_{3, x}}{a_{3, y}-c_{3, y}}, \quad \underline{M} \cdot\binom{0}{1}=\binom{b_{3, x}-c_{3, x}}{b_{3, y}-c_{3, y}}$,
which yields the mapping matrix
$\underline{\boldsymbol{M}}=\left(\begin{array}{ll}m_{11} & m_{12} \\ m_{21} & m_{22}\end{array}\right)=\left(\begin{array}{cc}a_{3, x}-c_{3, x} & b_{3, x}-c_{3, x} \\ a_{3, y}-c_{3, y} & b_{3, y}-c_{3, y}\end{array}\right)$.

### 3.1.1. The Laplace kernel

Let us consider a single triangular boundary element $\Gamma_{l}$ and consider how to express the integrals (2). The source point $\vec{\xi}=(\xi, \eta, \zeta)$ is located at one of the nodes of the element (for linear interpolation scheme used for function) or in the barycentre of the element (for constant interpolation scheme used for flux). As the source point is located on the element, the term $(\vec{r}-\vec{\xi}) \cdot \vec{n}$ is identically equal to zero for all $\vec{r}$ in the element. Thus, all $H$ integrals are zero. We write the $G$ integrals in frame of reference $O_{3}$ as:
$G^{\text {Laplace }}=-\frac{1}{4 \pi} \int_{\Gamma_{l}} \frac{d \Gamma_{3}}{\sqrt{\left(x_{3}-\xi_{3}\right)^{2}+\left(y_{3}-\eta_{3}\right)^{2}}}$
Since the boundary element in frame of reference $O_{3}$ lies in the $\left(x_{3}, y_{3}\right)$ plane, the term $z_{3}-\zeta_{3}$ is zero everywhere, so it was omitted from Eq. (15).

Frame of reference $O_{4}$ is a reference triangle with vertexes in $(1,0,0),(0,1,0)$ and $(0,0,0)$. The source points we consider are located at the vertices and at the barycentre of the element, i.e. $\vec{\xi}_{4}=(1,0,0)$, $\vec{\xi}_{4}=(0,1,0), \vec{\xi}_{4}=(0,0,0)$ and $\vec{\xi}_{4}=(1 / 3,1 / 3,0)$. We use the mapping (14) to connect $O_{4}$ with $O_{3}$ as:

$$
\binom{x_{3}-\xi_{3}}{y_{3}-\eta_{3}}=\left(\begin{array}{ll}
m_{11} & m_{12}  \tag{16}\\
m_{21} & m_{22}
\end{array}\right) \cdot\binom{x_{4}-\xi_{4}}{y_{4}-\eta_{4}}
$$

When inserting (16) into (15) one obtains the following expression or the integral in frame of reference $O_{4}$ :
$G^{\text {Laplace }}=-\frac{J}{4 \pi} \int_{0}^{1} \int_{0}^{1-x} \frac{d y d x}{\sqrt{a\left(x-\xi_{4}\right)^{2}+b\left(y-\eta_{4}\right)^{2}+c\left(x-\xi_{4}\right)\left(y-\eta_{4}\right)}}$
with Jacobian $J=2 A$, where $A$ is the area of the original triangle, and $a=m_{11}^{2}+m_{21}^{2}, b=m_{12}^{2}+m_{22}^{2}, c=2\left(m_{11} m_{12}+m_{21} m_{22}\right)$. The integral can be analytically solved for all considered locations of the source point. The results is:
$G^{\text {Laplace }}=-\frac{J}{4 \pi} \mathcal{F}$,
where the $\mathcal{F}$ value depends on the placement of the source point. Analytical expressions for $\mathcal{F}$ with source points placed in $\vec{\xi}_{4}=(1,0,0)$, $\vec{\xi}_{4}=(0,1,0), \vec{\xi}_{4}=(0,0,0)$ and $\vec{\xi}_{4}=(1 / 3,1 / 3,0)$ are given in Appendix.

### 3.1.2. The Stokes kernels

When considering the singular integrals with the Stokes kernel (10) we again translate ( $O_{1} \rightarrow O_{2}$ ), rotate ( $O_{2} \rightarrow O_{3}$ ) and map ( $O_{3} \rightarrow O_{4}$ ) the triangular boundary element to a reference triangle in the ( $x_{4}, y_{4}$ ) plane (see Fig. 1). As the source point is in the same plane as the element, the dot product of a vector in the plane of the boundary element with the boundary element normal is zero, so $T_{i j}=0$. Looking at the kernel of the $G_{i j}$ integrals (6), we notice that due to symmetry we have $G_{i j}=G_{j i}$ and that the $1 / r$ term, which is present only for $G_{i i}$, is the same as the Laplace kernel. This means that for the $1 / r$ term we can use the already derived expressions for $\mathcal{F}$, and focus here solely on the $1 / r^{3}$ term.

For example, for $i=x, j=y$, the integral of the $1 / r^{3}$ term in frame of reference $O_{3}$ can be expressed as:
$G_{x y}^{\prime}=\int_{\Gamma} \frac{\left(x_{3}-\xi_{3}\right)\left(y_{3}-\eta_{3}\right)}{\left(\left(x_{3}-\xi_{3}\right)^{2}+\left(y_{3}-\eta_{3}\right)^{2}\right)^{3 / 2}} d \Gamma_{3}$
Making use of (14) and considering the source point to be at $\left(\xi_{4}, \eta_{4}\right)$ within the reference triangle, Eq. (19) can be expressed in the reference triangle for the general $G_{i j}^{\prime}$ case as
$G_{i j}^{\prime}=J \int_{0}^{1} \int_{0}^{1-x} \frac{d_{i j}\left(x-\xi_{4}\right)^{2}+e_{i j}\left(y-\eta_{4}\right)^{2}+f_{i j}\left(x-\xi_{4}\right)\left(y-\eta_{4}\right)}{\left(a\left(x-\xi_{4}\right)^{2}+b\left(y-\eta_{4}\right)^{2}+c\left(x-\xi_{4}\right)\left(y-\eta_{4}\right)\right)^{3 / 2}} d y d x$
with Jacobian $J=2 A$, where $A$ is the area of the original triangle, $a=m_{11}^{2}+m_{21}^{2}, b=m_{12}^{2}+m_{22}^{2}, c=2\left(m_{11} m_{12}+m_{21} m_{22}\right)$ and
$d_{x x}=m_{11}^{2}, \quad e_{x x}=m_{12}^{2}, \quad f_{x x}=2 m_{11} m_{12}$,
$d_{y y}=m_{21}^{2}, \quad e_{y y}=m_{22}^{2}, \quad f_{y y}=2 m_{21} m_{22}$,
$d_{x y}=m_{11} m_{21}, \quad e_{x y}=m_{12} m_{22}, \quad f_{x y}=m_{11} m_{22}+m_{21} m_{12}$.


Fig. 2. A triangle and quadrilateral shown on the $\left(x_{3}, y_{3}\right)$ plane. Source point locations are marked. Dashed lines indicate auxiliary triangles, which are constructed for integration over quadrilaterals.

We note that $d_{x z}=d_{y z}=e_{x z}=e_{y z}=f_{x z}=f_{y z}=0$ since the reference triangle lies in the ( $x_{4}, y_{4}$ ) plane so the terms involving the $z$ component are zero. After integration, we must rotate the obtained values back to the original frame of reference, since the unknown velocity and traction fields are calculated there. We employ the rotation matrix (12) to do that. The final expression for the integrals in (10) is:
$G^{\text {Stokes }}=J \underline{R}^{T}\left(\begin{array}{ccc}\mathcal{F}+\mathcal{G}_{x x} & \mathcal{G}_{x y} & 0 \\ \mathcal{G}_{x y} & \mathcal{F}+\mathcal{G}_{y y} & 0 \\ 0 & 0 & \mathcal{F}\end{array}\right) \underline{R}$
with analytical expressions for $\mathcal{F}, \mathcal{G}_{x x}, \mathcal{C}_{x y}, \mathcal{G}_{y y}$ given in Appendix.

### 3.2. Quadrilateral elements

We calculate singular integrals on a quadrilateral boundary element by dividing the quadrilateral element into two (or four) triangles and then adding up the analytical expressions for triangular boundary elements. For example, if the source point is in node 1 (see Fig. 2), two triangles are formed with nodes 1-2-3 and 1-3-4 for which formula (18) or (21) can be applied. Similarly, for the source point in node 2 , we use two triangles defined by nodes $2-3-4$ and $2-4-1$. For the source point in node 3 , we use nodes $3-4-1$ and $3-1-2$, and for node 4 , we use nodes $4-1-2$ and $4-2-3$. In the case where the source point is at the centre of the element in node 5, we add values from four triangles consisting of the following node combinations: 5-1-2, 5-2-3, 5-3-4 and 5-4-1.

### 3.3. Other types of boundary elements

In recent years, many researchers have moved to using meshes with hexagonal or polygonal elements [41]. Regardless of the shape used, each shape can easily be divided into triangles and then the formula (18) or (21) can be used to evaluate each triangle separately, following the same principle we proposed for quadrilateral elements. This gives us the possibility to evaluate singular integrals for virtually any element type, provided that all nodes of the element lie in the same plane.

## 4. Comparison with numerical integration

In order to test the accuracy of the implemented analytical solutions, we compare them with numerical approaches as described for triangular elements by Šušnjara et al. [35] and for quadrilateral elements proposed by Huang and Cruse [13]. The scheme for triangles uses a recursive subdivision of the domain. Integrals on quadrilaterals are evaluated using the polar coordinate transformation, converting the surface integral into a double integral in the radial and angular directions.

To facilitate comparison of results, we introduce the RMS difference
$R M S=\left(\frac{\sum_{i}\left(a_{i}-n_{i}\right)^{2}}{\sum_{i} a_{i}^{2}}\right)^{1 / 2}$
measuring the difference between results obtained using analytical expression for singular integrals proposed in this paper $a_{i}$ and the numerical quadrature based results $n_{i}$. We measure the RMS difference between the singular integral values calculated analytically and numerically on a selection of test triangular and quadrilateral boundary elements for both the Laplace and the Stokes kernels. We find (Fig. 3) that the numerical values converge towards the analytical results when sufficient computational effort is applied. This is reflected in the CPU time needed for the evaluation, which we also measured. The CPU time ratio between the numerical and analytical evaluation grows exponentially as the numerical evaluation error decreases. We find that the numerical evaluation requires at least 10 times more computing time to achieve an accuracy of $10^{-10}$.

So if we use analytical expressions for singular integrals, we save computation time. This is not very important because the number of singular integrals is small compared to the number of all integrals to be calculated. However, it should be noted that when integrating singular integrals numerically, the computational effort has to be adapted specifically for singular integrals and is not the same as for regular integrals. Moreover, it is difficult to estimate the error involved in the numerical integration of singular integrals or their rate of convergence [29], even when working with a regularisation approach. When an analytical expression is used for a singular integral, we not only speed up the algorithm, but more importantly avoid a potential source of error.

## 5. Test cases

### 5.1. The Laplace problem

To assess the importance of calculating singular integrals accurately, we solve the Laplace equation in a cylinder. The cylinder consists of three sections of equal length. In each section the diffusivity is constant but different from the other two sections. The cylinder is isolated so that no flux $q=0$ is prescribed at the wall. There is a constant potential $u$ at the ends of the cylinder. Choosing the cylinder to be 3 units long, the potential at one end $u_{0}=1$ and at the other end $u_{3}=4$, the diffusivities of $\sigma_{1}=2, \sigma_{2}=3$ and $\sigma_{3}=4$, one can solve the problem analytically to derive that the flux along the cylinder is $q=36 / 13$ and the potential at the interface between the first and second sections is $u_{1}=66 / 39$ and between the second and third sections is $u_{2}=34 / 13$. The numerical solution is obtained using a mesh with 13,034 triangular boundary elements. Fig. 4 shows the sketch of the problem and the RMS difference between the BEM solution with and without analytical evaluation of the singular integrals. We can see that if the numerical integration is accurate enough, the results are indistinguishable from the analytical integration results. This was to be expected, since in Fig. 3 shows that near machine accuracy can be achieved in the numerical evaluation of singular integrals as long as sufficient computational resources are available for these evaluations. However, if the numerical integration of singular integrals is not accurate enough (Fig. 4, less than 10 recursive steps), this has a clear impact on the accuracy of the entire numerical procedure.

### 5.2. The Stokes problem

We consider a spherical particle in an incompressible fluid. A plug flow is assumed, i.e. far away from the particle the fluid flows in a single direction with uniform velocity. The flow velocity is small, as is the particle diameter, so that the Reynolds number is $R e \ll 1$ and the advective transport of momentum can be neglected. Thus, the Navier-Stokes equations simplify to Stokes equations and can be solved



 Increasing the number of quadrature points for quadrilaterals has the same effect.
analytically [42] for the case of a sphere in plug flow. The resulting force acting on a stationary particle is $F=3 \pi R \mu u_{0}$, where $R$ is the radius of the particle, $\mu$ is the fluid viscosity and $u_{0}$ is the plug flow velocity.

We used BEM with analytical and numerical singular integrations to simulate this problem and compare the obtained force on the particle. The sketch of the test case is shown in Fig. 5. The geometry consists of two concentric spheres with a diameter ratio of 1024, where the inner sphere represents the particle. A velocity boundary condition is prescribed for both spheres, namely the plug flow velocity at the outer sphere and the no-slip velocity at the inner sphere (particle). Both spheres are discretised by a total of 5936 triangular boundary elements. The solution gives the flux at the inner sphere which, when integrated over the surface, produces the force. In Fig. 5 we compare the analytical force value and the value obtained by BEM using the analytical or numerical evaluation of the singular integrals. We find that with sufficient computational resources for numerical evaluation of singular integrals, the results are indistinguishable from the case where analytical expressions are used for singular integrals.

## 6. Conclusions

We presented analytical formulae for calculation of singular integrals when implementing the collocation BEM solution of Laplace or creeping flow (Stokes) problems. Triangular or quadrilateral elements with linear interpolation of function and constant interpolation of flux are considered. The formulae are presented in the Appendix and are implemented into computer code [34] and are freely distributed. We have compared the singular integral values obtained with the presented
formulae with results obtained via numerical quadrature and confirmed that the analytical expressions presented here are indeed correct and that significant reduction of computational time is achieved when using analytical formulae instead of numerical quadrature. We recommend using analytical formulate whenever possible as not only computational time is saved, but more importantly, a source of numerical error is eliminated from the algorithm.
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## Appendix

We consider source points places into $\vec{\xi}_{4}=(1,0,0), \vec{\xi}_{4}=(0,1,0)$, $\vec{\xi}_{4}=(0,0,0)$ and $\vec{\xi}_{4}=(1 / 3,1 / 3,0)$ and present analytical expression for the singular integrals. Please note that expressions for $\mathcal{F}^{(1 / 3,1 / 3,0)}$ and


Fig. 4. Top: Sketch for the Laplace problem. Bottom: RMS difference between the analytical solution and the BEM solution for the Laplace problem. The results obtained with purely numerical integration are compared with the results obtained when using the analytical evaluation of singular integrals depending on the number of recursive steps in the numerical integration procedure.
$\mathcal{G}^{(1 / 3,1 / 3,0)}$ have been derived by Ren and Chan [33] (eqs. (24) and (34) in their paper) and are not repeated here.

A computer code implementation of these formulas as well as the associated manipulations of frames of reference, is available at [34].

$$
\begin{equation*}
\mathcal{F}^{(0,0,0)}=\frac{\log (2 \sqrt{a} \sqrt{a+b-c}+2 a-c)-\log (2 \sqrt{b} \sqrt{a+b-c}-2 b+c)}{\sqrt{a+b-c}} \tag{23}
\end{equation*}
$$

$$
\begin{aligned}
& \mathcal{F}^{(1,0,0)}=\frac{\log (2 \sqrt{b} \sqrt{a+b-c}+2 b-c)-\log (2 \sqrt{a} \sqrt{b}-c)}{\sqrt{b}} \\
& \mathcal{F}^{(0,1,0)}=\frac{\log (2 \sqrt{a} \sqrt{a+b-c}+2 a-c)-\log (2 \sqrt{a} \sqrt{b}-c)}{\sqrt{a}} \\
& \mathcal{G}^{(0,0,0)}=\frac{1}{b^{3 / 2}\left(4 a b-c^{2}\right)}( \\
& \frac{b^{3 / 2}\left(4 a b-c^{2}\right)(d+e-f) \log (2 \sqrt{a} \sqrt{a+b-c}+2 a-c)}{(a+b-c)^{3 / 2}}- \\
& \frac{b^{3 / 2}\left(4 a b-c^{2}\right)(d+e-f) \log (2 \sqrt{b} \sqrt{a+b-c}-2 b+c)}{(a+b-c)^{3 / 2}}+ \\
& \frac{4 a b^{3 / 2} f+\sqrt{a} e\left(c^{2}-4 a b\right)(\log (2 \sqrt{a} \sqrt{b}+c)-1)-2 a \sqrt{b} c e-2 b^{3 / 2} c d}{\sqrt{a}}+ \\
& \frac{2 b\left(-b(2 a(e-f)+c(d+f))+c e(c-a)+2 b^{2} d\right)}{a+b-c}+ \\
& \frac{2 \sqrt{a} \sqrt{b}\left(b(2 a(e-f)+c(d+f))+c e(a-c)-2 b^{2} d\right)}{a+b-c}-
\end{aligned}
$$



Fig. 5. Top: Sketch for the Stokes problem. Bottom: RMS difference between analytical solution and BEM solution for the force acting on a particle in plug flow under creeping flow conditions. The results obtained with pure numerical integration are compared with the results obtained when using the analytical evaluation of singular integrals depending on the number of recursive steps in the numerical integration procedure.

$$
\begin{equation*}
\left.c^{2} e \log (2 \sqrt{a} \sqrt{b}+c)+4 a b e \log (2 \sqrt{a} \sqrt{b}+c)-4 a b e+c^{2} e\right) \tag{26}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{G}^{(1,0,0)}=\frac{1}{\sqrt{a} b^{3 / 2} \sqrt{a+b-c}\left(4 a b-c^{2}\right)}( \\
& 2 \sqrt{b}\left(a^{3 / 2}(-(2 b(e-f)+c e))+\sqrt{a}\left(2 b^{2} d-b c(d+f)+c^{2} e\right)+\right. \\
& b c d \sqrt{a+b-c}+a \sqrt{a+b-c}(c e-2 b f))- \\
& \sqrt{a} e \sqrt{a+b-c}\left(4 a b-c^{2}\right) . \\
& \quad(\log (2 \sqrt{a} \sqrt{b}-c)-\log (2 \sqrt{b} \sqrt{a+b-c}+2 b-c))) \tag{27}
\end{align*}
$$

$$
\begin{align*}
& \mathcal{C}^{(0,1,0)}=\frac{1}{b^{3 / 2}\left(4 a b-c^{2}\right)}\left(\frac{1}{a^{3 / 2} \sqrt{a+b-c}}( \right. \\
& \sqrt{a}\left(a^{2}\left(4 b e \sqrt{a+b-c}+4 b^{3 / 2} f-2 \sqrt{b} c e\right)+\right. \\
& 2 b^{3 / 2} c d(\sqrt{b} \sqrt{a+b-c}-b+c)+ \\
& a\left(-4 b^{2} f \sqrt{a+b-c}-c^{2} e \sqrt{a+b-c}+2 b c e \sqrt{a+b-c}-\right. \\
& \left.2 b^{3 / 2} c(d+e+2 f)+4 b^{5 / 2} f+2 \sqrt{b} c^{2} e\right)+ \\
& \left.a e \sqrt{a+b-c}\left(c^{2}-4 a b\right) \log (2 \sqrt{b} \sqrt{a+b-c}-2 b+c)\right)+ \\
& b^{3 / 2} d \sqrt{a+b-c}\left(c^{2}-4 a b\right) \log (2 \sqrt{a} \sqrt{b}-c)+ \\
& \left.b^{3 / 2} d \sqrt{a+b-c}\left(4 a b-c^{2}\right) \log (2 \sqrt{a} \sqrt{a+b-c}+2 a-c)\right)+ \\
& \frac{1}{\sqrt{a+b-c}}\left(2 \sqrt{b}\left(b(2 a(e-f)+c(d+f))+c e(a-c)-2 b^{2} d\right)+\right. \\
& \left.\left.e \sqrt{a+b-c}\left(4 a b-c^{2}\right)(\log (2 \sqrt{b} \sqrt{a+b-c}-2 b+c)-1)\right)\right) \tag{28}
\end{align*}
$$
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