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Abstract
Purpose – In this paper, the exact solutions of the Schlömilch’s integral equation and its linear and non-linear
generalized formulas with application are solved by using two efficient iterative methods. The Schlömilch’s
integral equations have many applications in atmospheric, terrestrial physics and ionospheric problems.
They describe the density profile of electrons from the ionospheric for awry occurrence of the
quasi-transverse approximations. The paper aims to discuss these issues.
Design/methodology/approach – First, the authors apply a regularization method combined with the
standard homotopy analysis method to find the exact solutions for all forms of the Schlömilch’s integral
equation. Second, the authors implement the regularization method with the variational iteration method for
the same purpose. The effectiveness of the regularization-Homotopy method and the regularization-
variational method is shown by using them for several illustrative examples, which have been solved by other
authors using the so-called regularization-Adomian method.
Findings – The implementation of the two methods demonstrates the usefulness in finding exact solutions.
Practical implications – The authors have applied the developed methodology to the solution of the
Rayleigh equation, which is an important equation in fluid dynamics and has a variety of applications in
different fields of science and engineering. These include the analysis of batch distillation in chemistry,
scattering of electromagnetic waves in physics, isotopic data in contaminant hydrogeology and others.
Originality/value – In this paper, two reliable methods have been implemented to solve several examples,
where those examples represent the main types of the Schlömilch’s integral models. Each method has been
accompanied with the use of the regularization method. This process constructs an efficient dealing to get the
exact solutions of the linear and non-linear Schlömilch’s integral equation which is easy to implement.
In addition to that, the accompanied regularization method with each of the two used methods proved its
efficiency in handling many problems especially ill-posed problems, such as the Fredholm integral
equation of the first kind.
Keywords Regularization, Homotopy analysis method, Schlömilch’s integral equation,
Variational iteration method
Paper type Research paper

1. Introduction
Integral equations play an important role in mathematical analysis of natural and
engineering problems. Due to this importance, researchers have been devising new and
improved ways for finding accurate and efficient solutions to integral equations for decades.

In the field of ionosphere research, for example, ionization of electron and electrically
charged atoms in the upper atmosphere is a process, which can be described by the
Schlömilch’s integral equations. Parand and Delkhosh (2017) have studied the linear and
non-linear Schlomilch’s integral equations and their generalized forms. They implemented
the generalized fractional order of the Chebyshev orthogonal functions collocation method.
Unz (1966) and Gething and Maliphant (1967) used the Schlömilch’s integral equations to
described the ionosphere electron profile in a closed form. De et al. (1994) derived an analytic
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form of the absorption index of the ionospheric plasma. They used it to build up the
Schlomilch’s integral equations. Gullberg and Budinger (1981) studied the single-photon
emission computed tomography and had shown that if the point spread function is isotropic,
then the Schlomilch’s integral equations are obtained. Bougoffa et al. (2012) transformed the
Schlomilch’s integral equation in such a way that the Adomian decomposition method
(ADM) could be applied to solve it.

Wazwaz (2015) studied the linear and the non-linear Schlomilch’s integral equations and
their generalized forms. He used the regularization method combined with the ADM to
handle all forms of Schlomilch’s integral equations. He found a way to develop a combined
regularization-Adomian method that can be used to handle applied physics, applied
mathematics and engineering problems.

In this paper, we derive and validate the homotopy analysis method (HAM)
and variational iteration method (VIM) for the solution of the Schlomilch’s integral
equations. We compare the merits of the proposed methods against the ADM used by
other authors.

2. Governing equation
In this paper, we develop two methods for the solution of the Schlömilch’s integral equation.
Let us write the Schlömilch’s integral equation in the following way:

f xð Þ ¼ 2
p

Z p=2

0
y x sin tð Þdt; (1)

where f(x) is a known function, which has a continuous differential coefficient,
when −π⩽ x⩽ π. Unz (1966) derived the following form, which represents a unique solution:

y xð Þ ¼ f 0ð Þþx
Z p=2

0
f 0 x sin tð Þdt; (2)

where f′ is a derivation for f with respect to the argument ω¼ x sin t. In the following, four
types of the Schlömilch’s integral equation models will be solved: the general model (1), the
generalized Schlömilch’s integral equation, the Schlömilch-type integral equation, where the
function of sine will be replaced by the function of cosine in the general formula and the non-
linear Schlömilch’s integral equation, where a non-linear term F(y) will be used instead of the
linear term y (x sin t) or y (x cos t).

In order to find the solutions, we will first implement the HAM (Liao, 2003; Zadeh et al.,
2010) with the use of the regularization method (Delves and Walch, 1974; Cherruault
and Seng, 1997; Tikhonov, 1963a, b; Phillips, 1962). Second, we will use the VIM
(He, 2000, 2006; Wazwaz, 2011a) with the use of the regularization method for the
same purpose.

The four considered forms of the Schlömilch’s integral equation are as followed: the
general model (1), the generalized Schlömilch’s integral equation formula (Wazwaz, 2015;
Parand and Delkhosh, 2017):

f xð Þ ¼ 2
p

Z p=2

0
y x sin rt
� �

dt; rX1; (3)

the Schlömilch-type integral equation formula:

f xð Þ ¼ 2
p

Z p=2

0
y x cos rtð Þdt; rX1 (4)
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and the non-linear Schlömilch’s integral equation:

f xð Þ ¼ 2
p

Z p=2

0
F y x sinrtð Þð Þdt; rX1: (5)

Here, F(y) in the non-linear case is given by terms such as y(x sinr t) or y2(x sinr t) and
y3(x sinr t), etc.

The Schlömilch integral equation is a Fredholm integral equation of the first kind.
The general forms of the linear and non-linear Fredholm integral equation of the first kind
are (Wazwaz, 2011a):

f xð Þ ¼ l
Z b

a
K x; tð Þy tð Þdt; xAL; (6)

f xð Þ ¼ l
Z b

a
K x; tð ÞF y tð Þð Þdt; xAL; (7)

where Λ is a closed-bounded domain of x and K(x, t) is a known function. The solution of
linear and/or non-linear Fredholm integral equation requires finding a function y(t), which
appears only inside of the integration sign. This causes difficulties in solving such types of
equations. The following examples of the Schlömilch’s integral model have been previously
solved by using the regularization method (Delves and Walch, 1974; Cherruault and
Seng, 1997; Tikhonov, 1963a, b; Phillips, 1962) accompanied by the ADM (Adomian, 1994;
Adomian and Rach, 1992; Wazwaz, 2009; Jerri, 1999). In this paper, the linear and non-linear
Schlömilch’s integral models are solved using the well-known HAM and VIM methods, each
of them accompanied with the regularization method. The proposed methods are described
and validated below.

3. The regularization method
The regularization method was introduced by Tikhonov (1963a, b) and Phillips (1962).
The method transforms the Fredholm integral equation of the first kind into the second
kind. Considering the linear Fredholm integral equation of the first kind:

f xð Þ ¼
Z b

a
K x; tð Þy tð Þdt; (8)

where a and b are constants, we can use the regularization method (Wazwaz, 2011a) to
transform it into the following approximate formula of the Fredholm integral equation:

aya xð Þ ¼ f xð Þ�
Z b

a
K x; tð Þya tð Þdt: (9)

It is clear that Equation (9) is a Fredholm integral equation of the second kind, where α is a
positive small regularization parameter. Equation (9) can be rewritten in the following way:

ya xð Þ ¼ 1
a

f xð Þ�1
a

Z b

a
K x; tð Þya tð Þdt: (10)

It is important to mention that Tikhonov (1963a, b), Wazwaz (2011b, 2015) and Phillips
(1962) proved that when α→ 0 the solution of Equation (10), which is yα(x), will approximate
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the exact solution of Equation (8) y(x), where:

lim
a-0

ya xð Þ ¼ y xð Þ: (11)

It is worth mentioning that the solution of the Fredholm integral equation of the first kind
may not exist, since this type of problem can be an ill-posed problem. If such solution exists,
then it may not be unique.

4. The two efficient iterative methods
4.1 The HAM
The basic idea of homotopy in topology has been applied in a qualified analytic method for
solving many linear and non-linear problems. The HAM has been developed by Liao in 1992
(Liao, 2003; Zadeh et al., 2010). The HAM was implemented successfully in many kinds of
non-linear problems, both analytically and numerically, where it proved its high efficiency
in finding exact and approximate solutions.

Let us review the method by considering the following non-linear differential equation:

N y xð Þ½ � ¼ 0; (12)

where N represents a non-linear operator, x is the independent variable and y(x) represents
an unknown function. For simplicity, all initial or boundary conditions will be ignored.
Liao sets the so-called 0th-order deformation equation:

1�qð ÞL j x; qð Þ�y0 xð Þ� � ¼ qhH xð ÞN j x; qð Þ½ �; (13)

where q∈ [0, 1], which represents an embedding parameter. h represents a non-zero auxiliary
parameter, H(x) is the non-zero auxiliary function, L is the auxiliary linear operator, φ(x; q)
represents an unknown function and y0(x) denotes the initial guess for the function y(x). It is
important to mention that there is a great freedom in choosing the auxiliary parameters and
functions in HAM. It is obvious that when q¼ 0 and q¼ 1, then we get:

j x; 0ð Þ ¼ y0 xð Þ;j x; 1ð Þ ¼ y xð Þ: (14)

So, when the value of q increases from 0 to 1, the function of solution φ(x; q) varies from the
initial function y0(x) to the solution y(x). When expanding the function φ(x; q) into the Taylor
series with respect to q, we get:

j x; qð Þ ¼ y0 xð Þþ
Xþ1

m¼1

ym xð Þqm; (15)

where ym(x) represents the following derivative:

ym xð Þ ¼ 1
m!

@mj x; qð Þ
@qm

����
q¼0

: (16)

If all the auxiliary parameters and functions, which were mentioned, are duly chosen, the
series (15) will be converge at q¼ 1 and we will get the following result:

y xð Þ ¼ y0 xð Þþ
Xþ1

m¼1

ym xð Þ: (17)

Defining the following vector:

y
*

n ¼ y0 xð Þ; y0 xð Þ; . . .; yn xð Þ� �
; (18)
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when differentiating Equation (13)m times with respect to q and then substituting q¼ 0 and
finally dividing by m!, we get the following mth-order deformation equation:

L ym xð Þ�wmym�1 xð Þ� � ¼ hH xð ÞRm y
*

m�1

	 

; (19)

where Rm is equal to:

Rm y
*

m�1

	 

¼ 1

m�1ð Þ!
@m�1N j x; qð Þ½ �

@qm�1

����
q¼0

; (20)

and:

wm ¼
0; mp1;

1; m41:

(
(21)

Implementing L−1 on both sides of Equation (19), we obtain:

ym xð Þ ¼ wmym�1 xð ÞþhL�1 H xð ÞRm y
*

m�1

	 
h i
: (22)

An iterative procedure can be used to obtain ym for m⩾1. The sum of all orders up
to k yields:

y xð Þ ¼
Xk
m¼0

ym xð Þ; (23)

which is an accurate approximate function for the general differential Equation (12).
Exact solution will be recovered, when k →+∞. If Equation (12) possesses a unique
solution, then the HAM will recover this unique solution. When Equation (12) does not
have a unique solution, then the HAM will give one solution among all available solutions.

4.2 The VIM
The VIM has been developed by He (He, 2000, 2006; Wazwaz, 2011a, b) in 1999. It has been
proven that it is a reliable and effective method for many analytical and numerical purposes.
VIM provides convergent successive approximations for the exact solution in a rapid way.
This is unlike the ADM and HAM, which provide components for the exact solution.
Furthermore, the VIM provides the exact solution in a series formula, which converges to
the explicit formula, if such an exact solution exists.

Let us consider the general form of the Fredholm integral equation of the second kind:

y xð Þ ¼ f xð Þþ
Z b

a
K x; tð ÞF y tð Þð Þdt; xAL; (24)

whereΛ is a closed-bounded domain of x, f and F are known functions,K is the kernel of this
integral equation and y(x) is the unknown solution for this integral equation. In linear and
non-linear cases, the Schlömilch’s integral equation has just one function of x and t inside the
integral sine, which is F(y(x sin t)). So, we used the Leibnitz rule ( Jerri, 1999; Kress, 1999;
Wazwaz, 1997) for deriving the integrals of all forms of the Schlömilch’s integral equation,
since it is not possible to separate x outside the integral sign. Thus, we can use the following
form instead of Equation (24):

y xð Þ ¼ f xð Þþ
Z b

a
F y x sin tð Þð Þdt; xAL; (25)
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when differencing both sides of Equation (25) with respect to x using Leibnitz rule
( Jerri, 1999; Kress, 1999; Wazwaz, 1997), we will get the following:

y0 xð Þ ¼ f 0 xð Þþ
Z b

a

@

@x
F y x sin tð Þð Þdt: (26)

The correction functional for the above integro-differential Equation (26) is:

ynþ 1 xð Þ ¼ ynþ 1 xð Þþ
Z x

0
l tð Þ y0n tð Þ�f 0 tð Þ�

Z b

a

@

@t
F y t sin rð Þð Þdr

� �
dt; (27)

where the VIM requires two main steps. First, determining the Lagrange multiplier λ(t) by
using the restricted variation and integration by parts as in He (2000, 2006) and Wazwaz
(2011a). In general, λ(t)¼−1 for the first-order intego-differential equation.
After determining λ, the following iterative formula may be used without any restricted
variations:

ynþ 1 xð Þ ¼ ynþ 1 xð Þ�
Z x

0
y0n tð Þ�f 0 tð Þ�

Z b

a

@

@t
F y t sin rð Þð Þdr

� �
dt: (28)

This formula is used to calculate the successive approximations yn+1(x), n⩾ 0 for the
solution y(x). Although, any selective function can be used as the 0th approximation y0(x), it
is preferable to use the given initial value y(0) to select the 0th approximation y0(x). Finally,
the solution will be given in the following form:

y xð Þ ¼ lim
n-1

yn xð Þ: (29)

5. Solving the Schlömilch’s integral equations by the HAM and VIM
5.1 The linear Schlömilch’s integral equation
The regularization method described above transforms the linear Schlömilch’s integral
equation:

f xð Þ ¼ 2
p

Z p=2

0
y x sin tð Þdt; xAL; (30)

into the following formula of the linear Schlömilch’s integral equation of the second kind:

aya xð Þ ¼ f xð Þ�2
p

Z p=2

0
ya x sin tð Þdt: (31)

Dividing by the positive small parameter α we obtain:

ya xð Þ ¼ 1
a
f xð Þ�1

a
2
p

Z p=2

0
ya x sin tð Þdt

 !
: (32)

It is clear that when α→ 0 approaches 0 the function yα will converge to the solution y(x) of
Equation (30). Now, we can implement the mentioned iterative methods HAM and VIM to
solve Equation (32). The following examples illustrate the usage of HAM and VIM to solve
the Schlömilch’s integral equation problems.
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Example 1. Consider the following linear Schlömilch’s integral equation:

1þpx2 ¼ 2
p

Z p=2

0
y x sin tð Þdt; �ppxpp: (33)

After applying the regularization method, Equation (33) is defined as follows:

ya xð Þ ¼ 1
a
1þpx2
� ��1

a
2
p

Z p=2

0
ya x sin tð Þdt

 !
: (34)

In the following, we will solve this equation will by HAM and VIM.
To implement the HAM for Equation (34), the same steps as stated in Section 3 will be

applied. Therefore, the 0th approximation will be:

ya0 xð Þ ¼ 1
a
1þpx2
� �

: (35)

Next we introduce the linear operator:

L j x; qð Þ½ � ¼ j x; qð Þ: (36)

Now, defining the non-linear operator in the form:

N j x; qð Þ½ � ¼ j x; qð Þ�1
a
1þpx2
� �þ1

a
2
p

Z p=2

0
j x sin t; qð Þdt

 !
; (37)

yields the following mth-order deformation equation:

L yam xð Þ�wmyam�1 xð Þ� � ¼ hRm y
*

am�1

	 

; (38)

where:

Rm y
*

am�1

	 

¼ yam�1 xð Þ� 1�wm

� � 1
a
1þpx2
� �� �

þ1
a

2
p

Z p=2

0
yam�1 x sin t; qð Þdt

 !
; mX0:

(39)

Using a symbolic manipulator we obtain the following series:

ya0 xð Þ ¼ 1
a
1þpx2
� �

;

ya1 xð Þ ¼ h 2þpx2
� �
2a2

;

ya2 xð Þ ¼ h
h 4þpx2
� �
4a3

þh 2þpx2
� �
2a2

� �
þh 2þpx2
� �
2a2

;
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ya3 xð Þ ¼ h
h 4þpx2
� �
4a3

þh 2þpx2
� �
2a2

� �
þh 2þpx2
� �
2a2

þh h
hð4þpx2Þ

4a3
þhð2þpx2Þ

2a2

� ��

þh 2þpx2
� �
2a2

þh h 8þpx2
� �þ2 1þhð Þ 4þpx2

� �
a

� �
8a4

�
:

^

Choosing h¼−1 and introducing it into the series above, we obtain the following:

ya1 xð Þ ¼ � 1
a2
�px2

2a2
;

ya2 xð Þ ¼ 1
a3
þpx2

4a3
;

ya3 xð Þ ¼ � 1
a4
�px2

8a4
:

^

According to (23) we are able to derive:

ya xð Þ ¼ 1
a

1�1
a
þ 1
a2
� 1
a3
þ � � �

� �
þpx2

a
1� 1

2a
þ 1
4a2

� 1
8a3

þ � � �
� �

: (40)

In this expression, there are two geometric series, which we can sum up. The first one is
(1−(1/α)+(1/α2)−(1/α3)+⋯)¼ (1/(1−(−(1/α)))) and the second geometric series is (1−(1/2α)
+(1/4α2)−(1/8α3)+⋯)¼ (1/(1−(−(1/2α)))). Summing up, we obtain the following result:

ya xð Þ ¼ 1
a

1
1� �1

a

� �
 !

þpx2

a
1

1� � 1
2a

� �
 !

¼ 1
1þa

þ 2px2

1þ2a
: (41)

When applying the limit, we are able to derive the exact solution:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 1þ2px2: (42)

This solution is exactly the same as obtained by the ADM (Wazwaz, 2015).
In order to apply the VIM on Equation (34), both sides of (34) must be differentiated with

respect to x. After differentiation we obtain the following:

y0a xð Þ�2
a
px�1

a
2
p

Z p=2

0

@

@x
ya x sin tð Þdt

 !
¼ 0; (43)

where the Leibnitz rule ( Jerri, 1999; Kress, 1999; Wazwaz, 1997) will be used
for differentiation of the integral of Equation (43). The correction functional for
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Equation (43) is:

yanþ 1 xð Þ ¼ yan xð Þ�
Z x

0
y0an tð Þ�2

a
ptþ1

a
2
p

Z p=2

0

@

@t
yan t sin rð Þdr

 ! !
dt; (44)

where λ¼−1. We select the initial approximation to be yα0(x)¼ 1+(πx2)/(α). Then, we
obtain the following series in a successive way:

ya0 xð Þ ¼ 1þpx2;

ya1 xð Þ ¼ 1�px2

2a2
þpx2

a
;

ya2 xð Þ ¼ 1þpx2

4a3
�px2

2a2
þpx2

a
;

ya3 xð Þ ¼ 1�px2

8a4
þpx2

4a3
�px2

2a2
þpx2

a
;

ya4 xð Þ ¼ 1þ px2

16a5
�px2

8a4
þpx2

4a3
�px2

2a2
þpx2

a
:

^

Thus, according to Equation (29) we have following:

ya xð Þ ¼ 1þpx2

a
�px2

2a2
þpx2

4a3
�px2

8a4
þ px2

16a5
� � � � ¼ 1þ

px2
a

1� � 1
2a

� �
 !

¼ 1þ2px2þ2a
1þ2a

;

where we used a summation rule for the geometric series. Taking a limit we are able to
derive the exact solution:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 1þ2px2: (45)

This result is the same as the exact solution obtained by the ADM (Wazwaz, 2015) and
HAM above.

5.2 The generalized Schlömilch’s integral equation
In order to deal with the generalized formulation of the Schlömilch’s integral equation, the
regularization method transforms the following equation of the first kind:

f xð Þ ¼ 2
p

Z p=2

0
y x sinn tð Þdt; xAL; (46)

into a new representation of the Schlömilch’s integral equation of the second kind:

aya xð Þ ¼ f xð Þ�2
p

Z p=2

0
ya x sinn tð Þdt: (47)

Dividing by the positive small parameter α we obtain:

ya xð Þ ¼ 1
a
f xð Þ�1

a
2
p

Z p=2

0
ya x sinn tð Þdt

 !
: (48)
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It is clear that when α→ 0 the function yα will converge to the solution y(x) of Equation (46).
Both HAM and VIM will be implemented to solve Equation (48).

Example 2. Let us consider the following Schlömilch’s integral equation:

xþ3x2 ¼ 2
p

Z p=2

0
y x sin2t
� �

dt;�ppxpp: (49)

After the application of the regularization method, Equation (49) is:

ya xð Þ ¼ 1
a
xþ3x2
� ��1

a
2
p

Z p=2

0
ya x sin2t
� �

dt

 !
: (50)

This equation will be solved by HAM and VIM.
To implement the HAM for Equation (50), we follow the previously described algorithm.

The 0th approximation is:

ya0 xð Þ ¼ 1
a
xþ3x2
� �

(51)

and the linear operator is:

L j x; qð Þ½ � ¼ j x; qð Þ: (52)

Now, defining the non-linear operator in the following form:

N j x; qð Þ½ � ¼ j x; qð Þ�1
a
xþ3x2
� �þ1

a
2
p

Z p=2

0
j x sin2t; q
� �

dt

 !
; (53)

yields the following mth-order deformation equation:

L yam xð Þ�wmyam�1 xð Þ� � ¼ hRm y
*

am�1

	 

; (54)

where:

Rm y
*

am�1

	 

¼ yam�1 xð Þ� 1�wm

� � 1
a
xþ3x2
� �� �

þ1
a

2
p

Z p=2

0
yam�1 x sin2t; q

� �
dt

 !
; mX0:

(55)

Deriving, we get:

ya0 xð Þ ¼ 1
a
xþ3x2
� �

;

ya1 xð Þ ¼ hx 4þ9xð Þ
8a2

;

ya2 xð Þ ¼ h
hx 16þ27xð Þ

64a3
þhx 4þ9xð Þ

8a2

� �
þhx 4þ9xð Þ

8a2
;
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ya3 xð Þ ¼ h
hx 16þ27xð Þ

64a3
þhx 4þ9xð Þ

8a2

� �
þhx 4þ9xð Þ

8a2

þh h
hx 16þ27xð Þ

64a3
þhx 4þ9xð Þ

8a2

� �
þhx 4þ9xð Þ

8a2

�

þhx hp 64þ81xð Þþ8 1þhð Þp 16þ27xð Það Þ
512pa4

�
:

^

Introducing h¼−1 to obtain the following series:

ya1 xð Þ ¼ �x 4þ9xð Þ
8a2

;

ya2 xð Þ ¼ x 16þ27xð Þ
64a3

;

ya3 xð Þ ¼ �x 64þ81xð Þ
512a4

:

^

According to (23), we recognize two geometric series:

ya xð Þ ¼ x
a

1� 1
2a

þ 1
4a2

� 1
8a3

þ � � �
� �

þ3x2

a
1� 3

8a
þ 9
64a2

� 27
512a3

þ � � �
� �

; (56)

which after summation, yield:

ya xð Þ ¼ 2
1þ2a

xþ 24
3þ8a

x2: (57)

Finally, the exact solution is:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 2xþ8x2: (58)

It is the same as the exact solution obtained by the ADM (Wazwaz, 2015).
In order to implement the VIM to Equation (50), both sides of the equation have to be

differentiated with respect to x to give:

y0a xð Þ�1
a
�6
a
xþ1

a
2
p

Z p=2

0

@

@x
ya x sin 2ð3tÞ
	 


dt

 !
¼ 0: (59)

The correction functional for Equation (59) is equal to:

yanþ 1 xð Þ ¼ yan xð Þ�
Z x

0
y0an tð Þ�1

a
�6
a
tþ1

a
2
p

Z p=2

0

@

@t
yan t sin 2 3rð Þ
	 


dr

 ! !
dt; (60)
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where λ¼−1. After selecting the initial approximation as yα0(x)¼ (x)/(α)+(3x2)/(α), we obtain
in successive way the following series:

ya0 xð Þ ¼ 2
a
x;

ya1 xð Þ ¼ � x
2a2

�9x2

8a2
þx
a
þ3x2

a
;

ya2 xð Þ ¼ x
4a3

þ27x2

64a3
� x
2a2

�9x2

8a2
þx
a
þ3x2

a
;

ya3 xð Þ ¼ � x
8a4

� 81x2

512a4
þ x
4a3

þ27x2

64a3
� x
2a2

�9x2

8a2
þx
a
þ3x2

a
;

ya4 xð Þ ¼ x
16a5

þ 243x2

4096a5
� x
8a4

� 81x2

512a4
þ x
4a3

þ27x2

64a3
� x
2a2

�9x2

8a2
þx
a
þ3x2

a
:

^

Summing the terms according to Equation (29) we recognize two geometric series:

ya xð Þ ¼ x
a

1� 1
2a

þ 1
4a2

� 1
8a3

þ � � �
� �

þ3x2

a
1� 3

8a
þ 9
64a2

� 27
512a3

þ � � �
� �

; (61)

which may be summed to obtain:

ya xð Þ ¼ 2
1þ2a

xþ 24
3þ8a

x2: (62)

Finally, the exact solution is:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 2xþ8x2: (63)

It is the same exact solution as obtained by the ADM (Wazwaz, 2015).

5.3 The linear Schlömilch-type integral equation
We consider the linear Schlömilch-type integral equation similarly to formulations
considered in previous sections. We use the regularization method to transform the
following equation of the first kind:

f xð Þ ¼ 2
p

Z p=2

0
y x cos tð Þdt; xAL; (64)

into the following formula of the Schlömilch-type integral equation of the second kind:

aya xð Þ ¼ f xð Þ�2
p

Z p=2

0
ya x cos tð Þdt: (65)

By dividing with the positive small parameter α we obtain:

ya xð Þ ¼ 1
a
f xð Þ�1

a
2
p

Z p=2

0
ya x cos tð Þdt

 !
: (66)
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When α→ 0 the function yα will converge to the solution y(x) of Equation (64). The following
examples illustrate the usage of HAM and VIM to solve Equation (66).

Example 3. Let us consider the following Schlömilch-type integral equation:

1þ2x ¼ 2
p

Z p=2

0
y x cos tð Þdt; �ppxpp: (67)

By applying the regularization method, we can rewrite Equation (67) to get:

ya xð Þ ¼ 1
a
1þ2xð Þ�1

a
2
p

Z p=2

0
ya x cos tð Þdt

 !
: (68)

To implement the HAM to Equation (68), the 0th approximation is:

ya0 xð Þ ¼ 1
a

1þ2xð Þ; (69)

and the linear operator is:

L j x; qð Þ½ � ¼ j x; qð Þ: (70)

By defining the non-linear operator in the following form:

N j x; qð Þ½ � ¼ j x; qð Þ�1
a
1þ2xð Þþ1

a
2
p

Z p=2

0
j x cos t; qð Þdt

 !
; (71)

where the mth-order deformation equation is:

L yam xð Þ�wmyam�1 xð Þ� � ¼ hRm y
*

am�1

	 

; (72)

Rm y
*

am�1

	 

¼ yam�1 xð Þ� 1�wm

� � 1
a
1þ2xð Þ

� �
þ1
a

2
p

Z p=2

0
yam�1 x cos t; qð Þdt

 !
;mX0:

(73)

we are able to derive the approximant series in the following way:

ya0 xð Þ ¼ 1
a

1þ2xð Þ;

ya1 xð Þ ¼ h pþ4xð Þ
pa2

;

ya2 xð Þ ¼ h
h p2þ8x
� �
p2a3

þh pþ4xð Þ
pa2

� �
þh pþ4xð Þ

pa2
;

ya3 xð Þ ¼ h
h p2þ8x
� �
p2a3

þh pþ4xð Þ
pa2

� �
þh pþ4xð Þ

pa2
þh h

h p2þ8x
� �
p2a3

þh pþ4xð Þ
pa2

� ��

þh pþ4xð Þ
pa2

þh h p3þ16x
� �þ 1þhð Þp p2þ8x

� �
a

� �
p3a4

�
;

^
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Taking h¼−1 we obtain the following series:

ya1 xð Þ ¼ � 1
a2
� 4x
pa2

;

ya2 xð Þ ¼ 1
a3
þ 8x
p2a3

;

ya3 xð Þ ¼ � 1
a4
� 16x
p3a4

:

^

According to (23), we have recognize two geometric series:

ya xð Þ ¼ 1
a

1�1
a
þ 1
a2
� 1
a3
þ � � �

� �
þ2
a
x 1� 2

pa
þ 4
p2a2

� 8
p3a3

þ � � �
� �

; (74)

which can be summed to give:

ya xð Þ ¼ 1
1þa

þ 2p
2þpa

x: (75)

After taking the limit, the exact solution is:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 1þpx: (76)

Our results are the same as the exact solution obtained by the ADM (Wazwaz, 2015).
In order to implement the VIM on Equation (68), we differentiate both sides of the

equation with respect to x to get:

y0a xð Þ�2
a
þ1
a

2
p

Z p=2

0

@

@x
ya x cos tð Þð Þdt

 !
¼ 0: (77)

The correction functional for Equation (77) is:

yanþ 1 xð Þ ¼ yan xð Þ�
Z x

0
y0an tð Þ�2

a
þ1
a

2
p

Z p=2

0

@

@t
yan t cos rð Þð Þdr

 ! !
dt; (78)

where λ¼−1. We select the initial approximation to be yα0(x)¼ 1+(2x)/(α), and obtain in
successive way the following terms:

ya0 xð Þ ¼ 1þ2x
a
;

ya1 xð Þ ¼ 1� 4x
pa2

þ2x
a
;

ya2 xð Þ ¼ 1� 4x
pa2

þ2x
a
�x � 4

pa2
þ4 �2þpað Þ

p2a3

� �
;

ya3 xð Þ ¼ 1� 4x
pa2

þ2x
a
�x � 4

pa2
þ4 �2þpað Þ

p2a3

� �
�x �4 �2þpað Þ

p2a3
þ2 8þ2pa �2þpað Þð Þ

p3a4

� �
;
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ya4 xð Þ ¼ 1� 4x
pa2

þ2x
a
�x � 4

pa2
þ4 �2þpað Þ

p2a3

� �

�x
4 �2þpað Þ 4þp2a2

� �
p4a5

�2 8þ2pa �2þpað Þð Þ
p3a4

� �

�x �4 �2þpað Þ
p2a3

þ2 8þ2pa �2þpað Þð Þ
p3a4

� �
:

^

Summing up according to Equation (29) we obtain two geometric series:

ya xð Þ ¼ 1
a

1�1
a
þ 1
a2
� 1
a3
þ � � �

� �
þ2
a
x 1� 2

pa
þ 4
p2a2

� 8
p3a3

þ � � �
� �

; (79)

which may be summed up to give:

ya xð Þ ¼ 1
1þa

þ 2p
2þpa

x: (80)

The limiting process yields the following exact solution:

y xð Þ ¼ lim
a-0

ya xð Þ ¼ 1þpx: (81)

The result is the same as the exact solution obtained by the ADM (Wazwaz, 2015).

5.4 The non-linear Schlömilch’s integral equation
The non-linear Schlömilch’s integral equation is:

f xð Þ ¼ 2
p

Z p=2

0
F y x sin tð Þð Þdt; (82)

where the function F(y(x sin t)) represents the non-linearity of y(x sin t). For example,
yj (x sin t) or yj (x cos t),… where j⩾ 2.

In order to solve this non-linear Schlömilch’s integral equation, we use the same analysis
as in the linear case. So, Equation (82) is converted into a linear equation by using the
following transformation:

F y x sin tð Þð Þ ¼ z x sin tð Þ; y x sin tð Þ ¼ F�1 z x sin tð Þð Þ: (83)

Then, the following equation is obtained:

f xð Þ ¼ 2
p

Z p=2

0
z x sin tð Þdt; (84)

which the regularization method converts into:

za xð Þ ¼ 1
a
f xð Þ�1

a
2
p

Z p=2

0
za x sin tð Þdt

 !
; (85)
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where α is a positive small parameter. It is clear when α→ 0 the function zα will
converge to the solution z(x) of Equation (85). Now, we can implement the iterative
methods (HAM and VIM) to solve the Schlömilch’s integral equation of the second
kind. The following example illustrates the application of HAM and VIM to solve a
non-linear problem.

Example 4. Consider the following non-linear Schlömilch’s integral equation:

5x6 ¼ 2
p

Z p=2

0
y2 x sin tð Þdt; �ppxpp: (86)

After applying the transformation z¼ y2 to convert the above equation into a linear
equation, we obtain:

5x6 ¼ 2
p

Z p=2

0
za x sin tð Þdt; �ppxpp: (87)

Finally, by implementing the regularization method, Equation (87) transforms into:

za xð Þ ¼ 1
a
5x6
� ��1

a
2
p

Z p=2

0
za x sin tð Þdt

 !
: (88)

In order to develop HAM for Equation (88), the steps stated in Section 3 will be used. The 0th
approximation is:

za0 xð Þ ¼ 1
a
5x6
� �

; (89)

and the linear operator is:

L j x; qð Þ½ � ¼ j x; qð Þ: (90)

Now, defining the non-linear operator in the form:

N j x; qð Þ½ � ¼ j x; qð Þ�1
a
5x6
� �þ1

a
2
p

Z p=2

0
j x sin t; qð Þdt

 !
; (91)

that the mth-order deformation equation will be:

L zam xð Þ�wmzam�1 xð Þ� � ¼ hRm z
*

am�1

	 

; (92)

where:

Rm z
*

am�1

	 

¼ zam�1 xð Þ� 1�wm

� � 1
a
5x6
� �� �

þ1
a

2
p

Z p=2

0
zam�1 x sin t; qð Þdt

 !
; mX0:

(93)
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we get the following series of terms:

za0 xð Þ ¼ 1
a
5x6
� �

;

za1 xð Þ ¼ 25hx6

16a2
;

za2 xð Þ ¼ h
125hx6

256a3
þ25hx6

16a2

� �
þ25hx6

16a2
;

za3 xð Þ ¼ h
125hx6

256a3
þ25hx6

16a2

� �
þ25hx6

16a2
þh h

125hx6

256a3
þ25hx6

16a2

� ��

þ25hx6

16a2
þ125hx6 16aþh 5þ16að Þð Þ

4096a4

�
:

^

Choosing h¼−1, we obtain the following terms:

za1 xð Þ ¼ �25x6

16a2
;

za2 xð Þ ¼ 125x6

256a3
;

za3 xð Þ ¼ � 625x6

4096a4
:

^

After summation, according to (23) we have:

za xð Þ ¼ 5
a
x6 1� 5

16a
þ 25
256a2

� 125
4096a3

þ � � �
� �

; (94)

and by summing the geometric series we obtain:

za xð Þ ¼ 80
5þ16a

x6: (95)

The exact solution is obtained by the limiting process as:

z xð Þ ¼ lim
a-0

za xð Þ ¼ 16x6: (96)

After recalling the transformation z¼ y2 the following exact solution is obtained:

z xð Þ ¼ x4; y xð Þ ¼ 74x3: (97)

This result is the same exact solution as obtained by the ADM (Wazwaz, 2015).
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To apply VIM on Equation (88), both sides of this equation will be differentiated with
respect to x to get:

z0a xð Þ�30
a
x5þ1

a
2
p

Z p=2

0

@

@x
za x sin tð Þð Þdt

 !
¼ 0: (98)

The correction functional for Equation (98) is:

zanþ 1 xð Þ ¼ zan xð Þ�
Z x

0
z0an tð Þ�30

a
t5þ1

a
2
p

Z p=2

0

@

@t
zan t sin rð Þð Þdr

 ! !
dt; (99)

where λ¼−1. The selected initial approximation is zα0(x)¼ (1/α)(5x6) and thus we obtain in
a successive way the following terms:

za0 xð Þ ¼ 1
a
5x6
� �

;

za1 xð Þ ¼ �25x6

16a2
þ5x6

a
;

za2 xð Þ ¼ 125x6

256a3
�25x6

16a2
þ5x6

a
;

za3 xð Þ ¼ � 625x6

4096a4
þ125x6

256a3
�25x6

16a2
þ5x6

a
;

za4 xð Þ ¼ 3125x6

65536a5
� 625x6

4096a4
þ125x6

256a3
�25x6

16a2
þ5x6

a
:

^

After summation according to Equation (29) we have:

za xð Þ ¼ 5
a
x6 1� 5

16a
þ 25
256a2

� 125
4096a3

þ � � �
� �

; (100)

and hence by summing the geometric series we obtain:

za xð Þ ¼ 80
5þ16a

x6: (101)

Next, the limit process leads to the exact solution:

z xð Þ ¼ lim
a-0

za xð Þ ¼ 16x6: (102)

After recalling the transformation z¼ y2, then the following exact solution will be obtained:

z xð Þ ¼ x4; y xð Þ ¼ 74x3: (103)

This result is the same exact solution as obtained by Wazwaz (2015).
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6. Application: the use of Schlömilch’s integral equation for finding the
continuous solution of the Rayleigh equation
When studying the periodic solutions for the following second-order non-linear ODE q
(Ponzo and Wax, 1972):

y00 þF y0ð Þþy ¼ 0; (104)

a polar representation can be obtained from Equation (104) as in Ponzo and Wax (1972)
in this form:

J xð Þ ¼ 2
p

Z p=2

0
cos yG x cos yð Þdy: (105)

Considering F(x)¼ x− (x3)/(3) in Equation (104) or G(x)¼ x−(x3/3) in Equation (105) gives us
the Rayleigh equation, which is given in the following form:

J rð Þ ¼ 1
2p

Z 2p

0
r cos y�r3

8
cos 3y

 �
dy: (106)

The Rayleigh equation is an important equation in fluid dynamics and has a
variety of applications in different fields of science and engineering. These include the
analysis of batch distillation in chemistry (Liu and Peng, 2007), scattering of
electromagnetic waves in physics (Madrazo and Maradudin, 1997), isotopic data in
contaminant hydrogeology (Abe and Hunkeler, 2006) and others. We can use the
methodology developed in this paper for the solving of the Schlömilch’s integral
Equation (1) to find the solution of (105).

We start with the regularization method which transforms (105) into the formula of the
Schlömilch’s integral equation of the second kind:

Ga xð Þ ¼ 1
a

J xð Þ�1
a

2
p

Z p=2

0
cos yGa x cos yð Þdy

 !
; (107)

where we use J(x)¼ (x)/(8)(4− x2) for the Rayleigh equation (Ponzo and Wax, 1972). Next, we
use the implementation of the iterative methods HAM and VIM to the Schlömilch’s integral
equation to find the exact solution of Equation (107). Using HAM, we get the following
components:

Ga0 xð Þ ¼ x
2a
�x3

8a
;

Ga1 xð Þ ¼ hx
4a2

�3hx3

64a2
;

Ga2 xð Þ ¼ h2x
8a3

�9h2x3

512a3
þ hx
4a2

þh2x
4a2

�3hx3

64a2
�3h2x3

64a2
;

Ga3 xð Þ ¼ h3x
16a4

�27h3x3

4096a4
þh2x
4a3

þh3x
4a3

�9h2x3

256a3
�9h3x3

256a3

þ hx
4a2

þh2x
2a2

þh3x
4a2

�3hx3

64a2
�3h2x3

32a2
�3h3x3

64a2
:

^
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When h¼−1, we obtain the following values:

Ga1 xð Þ ¼ � x
4a2

þ 3x3

64a2
;

Ga2 xð Þ ¼ x
8a3

� 9x3

512a3
;

Ga3 xð Þ ¼ � x
16a4

þ 27x3

4096a4
:

^

Summation according to (23) yields:

Ga xð Þ ¼ x
2a
� x
4a2

þ x
8a3

� � � �
	 


� x3

8a
� 3x3

64a2
þ 9x3

512a3
� � � �

� �
; (108)

two geometric series, such that the first one is ((x/2α)−(x/4α2)+(x/8α3)−⋯)¼ (x/2α)/
(1−(−(1/2α)))¼ (x/1+2α) and the second geometric series is ((x3/8α)−(3x3/64α2)+
(9x3/512α3)−⋯)¼ (x3/8α)/((1−(−(3/8α))))¼ (x3)/(3+8α). Finally, we obtain:

Ga xð Þ ¼ x
1þ2a

� x3

3þ8a
: (109)

The exact solution is derived after taking a limit:

G xð Þ ¼ lim
a-0

Ga xð Þ ¼ x�x3

3
; (110)

which is the exact solution of the Rayleigh equation (Ponzo and Wax, 1972).
The same exact solution can be obtained when applying the regularization-variational

method. Here both sides of (107) must be differentiated with respect to x, to get:

G0
a xð Þ� 1

2a
þ3x2

8a
�1
a

2
p

Z p=2

0
cos t

@

@x
Ga x cos tð Þdt

 !
¼ 0: (111)

The Leibnitz rule ( Jerri, 1999; Kress, 1999; Wazwaz, 1997) is used for differentiation the
integral in Equation (111).

The correction functional for Equation (111) is:

Ganþ 1 xð Þ ¼ Gan xð Þ�
Z x

0
G0
an tð Þ� 1

2a
þ3t2

8a
�1
a

2
p

Z p=2

0
cos r

@

@t
Gan t cos rð Þ

� �
dr

 ! !
dt;

(112)

where λ¼−1. The selected initial approximation is Gα0(x)¼ (1/α)((x/8)(4−x2)). Others are
obtained in a successive way:

Ga1 xð Þ ¼ x
2a
�x3

8a
� x
4a2

þ 3x3

64a2
;

Ga2 xð Þ ¼ x
2a
�x3

8a
� x
4a2

þ 3x3

64a2
þ x
8a3

� 9x3

512a3
;
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Ga3 xð Þ ¼ x
2a
�x3

8a
� x
4a2

þ 3x3

64a2
þ x
8a3

� 9x3

512a3
� x
16a4

þ 27x3

4096a4
;

Ga4 xð Þ ¼ x
2a
�x3

8a
� x
4a2

þ 3x3

64a2
þ x
8a3

� 9x3

512a3

� x
16a4

þ 27x3

4096a4
þ x
32a5

� 81x3

32768a5
:

^

Summation according to Equation (29) gives:

Ga xð Þ ¼ x
2a
� x
4a2

þ x
8a3

� x
16a4

þ � � �
	 


� x3

8a
� 3x3

64a2
þ 9x3

512a3
� 27x3

4096a4
þ � � �

� �
;

¼
x
2a

1� � 1
2a

� �
 !

�
x3
8a

1� � 3
8a

� �� �
 !

;

¼ x
1þ2a

� x3

3þ8a
;

where this represents a summation of two geometric series. The exact solution may be
derived by taking a limit:

G xð Þ ¼ lim
a-0

Ga xð Þ ¼ x�x3

3
: (113)

This is the same exact solution of the Rayleigh equation as obtained by the HAM above.

7. Discussion
In this paper, two reliable analytic methods have been developed for solving several main
types of the Schlömilch’s integral equations. Each method has been accompanied with the
use of a regularization method. The proposed algorithms are efficient way for deriving exact
solutions of the linear and non-linear Schlömilch’s integral equation. The use of the
regularization method with each of the two used methods make them efficient in handling
ill-posed problems, such as the Fredholm integral equation of the first kind. The solution of
the Rayleigh equation, which was presented as an example of the application of our
methodology, shows the way to apply our method and demonstrated its usefulness.

References

Abe, Y. and Hunkeler, D. (2006), “Does the Rayleigh equation apply to evaluate field isotope data in
contaminant hydrogeology?”, Environmental Science & Technology, Vol. 40 No. 5, pp. 1588-1596.

Adomian, G. (1994), Solving Frontier Problems of Physics: The Decomposition Method, Kluwer
Academic Publishers, Boston, MA.

Adomian, G. and Rach, R. (1992), “Noise terms in decomposition series solution”, Computers &
Mathematics with Applications, Vol. 24 No. 11, pp. 61-64.

Bougoffa, L., Al-Haqbami, M. and Rach, R. (2012), “A convenient technique for solving integral equations
of the first kind by the Adomian decomposition method”, Kybernetes, Vol. 41 Nos 1/2, pp. 145-156.

Cherruault, Y. and Seng, V. (1997), “The resolution of non-linear integral equations of the first kind
using the decomposition method of Adomian”, Kybernetes, Vol. 26 No. 2, pp. 198-206.

307

Solving
Schlömilch’s

integral
equation

D
ow

nl
oa

de
d 

by
 9

5.
15

9.
20

3.
76

 A
t 1

2:
07

 0
1 

A
ug

us
t 2

01
7 

(P
T

)

http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1007%2F978-94-015-8289-6&citationId=p_2
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&system=10.1108%2F03684921211213179&isi=000304024000014&citationId=p_4
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1021%2Fes051128p&isi=000235796100037&citationId=p_1
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0898-1221%2892%2990031-C&isi=A1992JU59100006&citationId=p_3
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0898-1221%2892%2990031-C&isi=A1992JU59100006&citationId=p_3
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&system=10.1108%2F03684929710163100&isi=A1997XA86800005&citationId=p_5


De, S., Sarker, B., Mal, M., De, M., Ghosh, B. and Adhikari, S. (1994), “On Schlomilch’s integral equation
for the ionospheric plasma”, Japanese Journal of Applied Physics, Vol. 33 No. 7A, pp. 4154-4156.

Delves, L.M. andWalch, J. (1974),Numerical Solution of Integral Equations, Oxford University Press, London.

Gething, P.J., Maliphant, R.G. and Atoms, J. (1967), Journal of Atmospheric and Terrestrial Physics,
Vol. 29 No. 5, pp. 599-600.

Gullberg, G.T. and Budinger, T.F. (1981), “The use of filtering methods to compensate for constant
attenuation in single-photon emission computed tomography”, IEEE Transactions on
Biomedical Engineering, Vol. 28 No. 2, pp. 142-157.

He, J.H. (2000), “Variational iteration method for autonomous ordinary differential systems”, Applied
Mathematics and Computation, Vol. 114 Nos 2/3, pp. 115-123.

He, J.H. (2006), “Some asymptotic methods for strongly nonlinear equations”, International Journal of
Modern Physics B, Vol. 20 No. 10, pp. 1141-1199.

Jerri, A.J. (1999), Introduction to Integral Equations with Applications, Wiley, New York, NY.

Kress, R. (1999), Linear Integral Equations, Springer, Berlin.

Liao, S.J. (2003), Beyond Perturbation: Introduction to the Homotopy Analysis Method, CRC Press and
Chapman & Hall, Boca Raton, FL.

Liu, S.X. and Peng, M. (2007), “The simulation of the simple batch distillation of multiple-component
mixtures via Rayleigh’s equation”, Computer Applications in Engineering Education, Vol. 15 No. 2,
pp. 198-204.

Madrazo, A. and Maradudin, A.A. (1997), “Numerical solutions of the reduced Rayleigh equation for the
scattering of electromagnetic waves from rough dielectric films on perfectly conducting
substrates”, Optics Communications, Vol. 134 Nos 1-6, pp. 25l-263l.

Parand, K. and Delkhosh, M. (2017), “Solving the nonlinear Schlomilch’s integral equation arising
in ionospheric problems”, Afrika Matematika, Vol. 28 Nos 3-4, pp. 459-480, doi: 10.1007/s13370-
016-0459-3.

Phillips, D.L. (1962), “A technique for the numerical solution of certain integral equations of the first
kind”, Journal of the ACM, Vol. 9 No. 1, pp. 84-97.

Ponzo, P.J. andWax, N. (1972), “Existence and stability of periodic solutions of €y−μF(_y)+y¼ 0”, Journal
of Mathematical Analysis and Applications, Vol. 38 No. 3, pp. 793-804.

Tikhonov, A.N. (1963a), “Regularization of incorrectly posed problems”, Soviet Mathematics Doklady,
Vol. 4 No. 6, pp. 1624-1627.

Tikhonov, A.N. (1963b), “Solution of incorrectly formulated problems and the regularization method”,
Soviet Mathematics Doklady, Vol. 4 No. 4, pp. 1035-1038.

Unz, H. (1966), “Schlomilch’s integral equation for oblique incidence”, Journal of Atmospheric and
Terrestrial Physics, Vol. 28 No. 3, pp. 315-316.

Wazwaz, A.M. (1997), A First Course in Integral Equations, World Scientific, Singapore.

Wazwaz, A.M. (2009), Partial Differential Equations and Solitary Waves Theory, HEP and Springer,
Beijing and Berlin.

Wazwaz, A.M. (2011a), Linear and Nonlinear Integral Equations-Methods and Applications,
Higher Education Press, Sipringer-Varleg, Beijing, and Berlin and Heidelberg.

Wazwaz, A.M. (2011b), “The regularization-homotopy method for the linear and non-linear fredholm
integral equations of the first kind”, Communications in Numerical Analysis, Vol. 2011 No. 1,
pp. 1-11, doi: 10.5899/2011/cna-00105.

Wazwaz, A.M. (2015), “Solving Schlömelch’s integral equation by the regularization-Adomian method”,
Romanian Journal of Physics, Vol. 60 Nos 1/2, pp. 56-71.

Zadeh, H.H., Jafari, H. and Karimi, S.M. (2010), “Homotopy analysis method for solving integral and
integro-differential equations”, International Journal of Recent Research and Applied Studies,
Vol. 2 No. 2, pp. 140-144.

308

IJICC
10,3

D
ow

nl
oa

de
d 

by
 9

5.
15

9.
20

3.
76

 A
t 1

2:
07

 0
1 

A
ug

us
t 2

01
7 

(P
T

)

http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1142%2FS0217979206033796&isi=000237519700001&citationId=p_11
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1142%2FS0217979206033796&isi=000237519700001&citationId=p_11
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1145%2F321105.321114&isi=A19622918B00010&citationId=p_18
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1142%2F3444&citationId=p_23
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1109%2FTBME.1981.324787&isi=A1981LG01200009&citationId=p_9
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1007%2F978-1-4612-0559-3&citationId=p_13
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1109%2FTBME.1981.324787&isi=A1981LG01200009&citationId=p_9
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1007%2F978-3-642-21449-3&citationId=p_25
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1002%2Fcae.20098&isi=000248667700011&citationId=p_15
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1143%2FJJAP.33.4154&isi=A1994PE44700069&citationId=p_6
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2FS0096-3003%2899%2900104-6&isi=000089075100001&citationId=p_10
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2FS0096-3003%2899%2900104-6&isi=000089075100001&citationId=p_10
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&isi=000351190000006&citationId=p_27
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1007%2Fs13370-016-0459-3&citationId=p_17
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0021-9169%2867%2990075-X&citationId=p_8
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0021-9169%2866%2990038-9&citationId=p_22
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0021-9169%2866%2990038-9&citationId=p_22
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0022-247X%2872%2990085-6&isi=A1972M646800019&citationId=p_19
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2F0022-247X%2872%2990085-6&isi=A1972M646800019&citationId=p_19
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1007%2F978-3-642-00251-9&citationId=p_24
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1201%2F9780203491164&citationId=p_14
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.5899%2F2011%2Fcna-00105&citationId=p_26
http://www.emeraldinsight.com/action/showLinks?doi=10.1108%2FIJICC-11-2016-0042&crossref=10.1016%2FS0030-4018%2896%2900402-6&isi=A1997WB60100047&citationId=p_16


About the authors

Dr Majeed Ahmed AL-Jawary, born in 1978, received the BS andMS of Science Degrees
in Mathematics at the University of Baghdad. He received a PhD Degree in Mechanical
Engineering\Computational and Applied Mechanics, Department of Mechanical
Engineering, School of Engineering and Design, Brunel University, Uxbridge, UB8
3PH, London, UK. From 2014 till present he is the Head of Department of Mathematics,
College of Education Ibn AL-Haitham, University of Baghdad, Baghdad, Iraq. His main
interests are development of analytic, approximate, iterative and numerical methods for

integral equations, ordinary differential equations and partial differential equations for practical
problems in applied sciences. Dr Majeed Ahmed AL-Jawary is the corresponding author and can be
contacted at: en_74@ymail.com; Majeed.a.w@ihcoedu.uobaghdad.edu.iq

Ghassan Hasan Radhi, born in 1989, received the BS and MS Degrees in Applied
Mathematics from the University of Baghdad – College of Education for Pure Science
Ibn Al-Haitham, Department of Mathematics in 2012 and 2016, respectively. His main
interests are analytic, iterative and numerical methods for integral equations,
ordinary differential equations and partial differential equations.

Dr Jure Ravnik, born in 1973, received a Dipl.-Ing. Degree in Physics from the Faculty
of Mathematics and Physics of the University of Ljubljana, Slovenia in 1997.
He received a Master of Science Degree in Environmental Protection in 2003 and a
PhD Degree in Mechanical Engineering in 2006 for the Faculty of Mechanical
Engineering of the University of Maribor, Slovenia. Currently, he holds an Associate
Professor Position at the Faculty of Mechanical Engineering of the University of
Maribor, Slovenia. His main interests are development of numerical methods for

transport phenomena in engineering. He specializes in boundary element method.

For instructions on how to order reprints of this article, please visit our website:
www.emeraldgrouppublishing.com/licensing/reprints.htm
Or contact us for further details: permissions@emeraldinsight.com

309

Solving
Schlömilch’s

integral
equation

D
ow

nl
oa

de
d 

by
 9

5.
15

9.
20

3.
76

 A
t 1

2:
07

 0
1 

A
ug

us
t 2

01
7 

(P
T

)


