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Abstract

In this paper, the possibility of replacing mineral diesel fuels with different biofuels is analyzed. The study focuses on a numerical investigation of biofuels’ influence on an injected fuel-spray cone’s angle and length, which have further influence on the combustion process and the formation of pollutants in internal combustion engines. The influence of different physical and chemical properties of pure mineral diesel fuel, biodiesel fuel and their blends on spray characteristics was investigated with the AVL FIRE simulation program. Several different empirical model parameters, usually the engine-operating regime and biofuel used, must be defined when using numerical models. In this study, the numerical model implemented in AVL FIRE was modified so that all model parameters were determined regarding biofuel properties and engine-operating conditions. Experimental measurements of spray development in a cylindrical chamber pressurized with nitrogen at 40–60 bar were performed for validation of the modified numerical model. Photos of spray development were taken with a high speed camera simultaneously with pressure and needle-lift signals. The comparison of experimental and numerical results confirmed the usability of the numerical model. Numerical results of spray development for different biofuels under different operating regimes and ambient pressure confirm the possible usage of biofuels as a replacement for mineral diesel fuel in diesel engines with the early generation of fuel injection systems.
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1. Introduction

Global atmospheric pollution has become a serious problem. Competitiveness in the engine industry and rising environmental concerns have increased the research of alternative fuels. It has long been known that biofuels can decrease the pollution from the combustion process in internal combustion engines. Biodiesel is the most frequently used biofuel for decreasing pollution in diesel engines [1–5]. It can be produced from several different raw materials, which influence its physical and chemical properties that are important in the compression ignition engine injection and combustion process. The distribution of fuel droplets and their vaporization in a diesel engine combustion chamber are the dominant factors governing the fuel/air mixture formation, combustion process, engine performance and pollutant formation. The process of spray development and the atomization of biofuels seems to be different in comparison to diesel fuel [6–8].

The influence of different fuel (biofuel) properties on spray characteristics could be investigated experimentally or numerically. Experimental measurements of spray characteristics enable us to see the actual spray development. Numerical analysis (CFD) allows us more detailed investigation into the fuel spray development dynamic and the influence of different fuel properties on
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droplet formation. Numerical simulations are generally faster and less expensive in comparison to experiments.

When numerical simulations are used, fuel injection in internal combustion engines must be considered as a two-phase flow, which could be simulated using the Euler–Euler or Euler–Lagrange approaches. The Euler–Lagrange approach is more suitable for fuel spray simulations because it treats each fuel droplet as an individual particle. In numerical models, several empirical constants are present, regardless of the approach used. These constants need to be defined before the simulation is started. Values of empirical constants depend on injection system characteristics, engine operating regime, and the physical and chemical properties of the fuel used. The determination of constants is based on users’ experiences and might be difficult for the cases in which new biofuels are introduced [9–10].

Many studies on spray development have been performed. Agarwal and Chaudhury [11] experimentally investigated the effect of ambient pressure on spray characteristics in a constant volume spray chamber. The fuels used for the research were Karranja KB100 biodiesel produced from feed-stocks such as Jatropha, KBD diesel fuel, and KB5 and KB20 blends. The results of their investigation showed that spray tip penetration decreases while the cone angle and spray area increase with the increase of ambient pressure. A similar experimental study was also made by Lee et al. in [12]. They investigated the influence of fuel properties on spray tip penetration, mean droplet size, velocity distribution, and injection profiles using a visualization system and a phase Doppler particle analyzer system. The study was made using different mixing ratios of diesel and biodiesel fuel. The results indicate that the mean size of the droplets increases in accordance with the mixing ratio of the biodiesel fuel. The investigation was made using single-cylinder diesel engine with a common-rail injection system. An engine with a common-rail injection system was also used in the study of Grimaldi and Postiroti [13]. They also used conventional mineral diesel fuel, pure bio-derived fuel and blends of them to investigate the influence on spray characteristics, such as penetration length and spray cone angle. The study was made using two different rail pressures, following which spray jets were injected in the chamber with atmospheric pressure. All presented experimental results indicated that the higher viscosity and surface tension of biofuels result in longer spray penetration lengths and narrower spray jets. Higher ambient pressure results in wider spray cone angles and in decreased spray penetration lengths.

Hohman and Renz [14] used an Euler–Lagrange approach for a numerical study of ambient temperature and pressure influence on the vaporization process of unsteady n-heptane and binary model D7N3 fuel sprays. They developed an extended droplet vaporization model that accounts for the effects of non-ideal droplet evaporation and gas solubility. The model includes the diffusion of heat and species within fuel droplets. The model has been implemented into the CFD program FLUENT. The results of the numerical simulation were validated using experimental results, which were made in a high-temperature-high-pressure chamber using a phase-Doppler measurement system. The results comparison shows the influence of pressure and temperature on the vaporization rate of fuel droplets.

The effect of the ambient condition on the droplet atomization characteristics of dimethyl ether fuel was studied experimentally and numerically in the work of Suh et al. [15]. They concluded that smaller droplets are distributed at higher ambient pressures. The Sauter mean diameter of fuel droplets increases when the ambient temperature is increased.

Pogorevc et al. [16] numerically investigated the influence of different biofuels properties on spray tip penetration length and spray cone angle at atmospheric pressure. The aim of this study was to numerically analyze the influence of different physical and chemical properties of biofuels on spray characteristics at various engine operating regimes and different pressures. The numerical model based on the Euler–Lagrange approach was modified in order to make it independent of empirical parameters. For verification of a modified numerical model, several measurements of fuel spray development were performed in a specially designed pressure chamber. The focus of the study is on the possibility of replacing the mineral diesel fuels with different biofuels in the tested diesel engine.

This paper discusses the possibility of replacing mineral diesel fuels with different biofuels. The focus of the study is a numerical investigation of an injected fuel-spray cone’s angle and length. In addition to injection system measurements, fuel physical properties and injection process characteristics were measured for pure mineral diesel fuel, biodiesel fuel and their blends. The standard numerical model implemented in AVL FIRE was modified in such a way that all model parameters were determined regarding biofuel properties and engine-operating conditions. For validation purposes, the spray was injected into a cylindrical chamber pressurized with nitrogen at 40–60 bar. Spray macro characteristics were taken with a high-speed camera simultaneously with pressure and needle-lift signals. The comparisons of experimental and numerical results were made using AVL FIRE software and confirm the usability of the developed numerical model. The numerical results of spray development for different biofuels under different operating regimes and ambient pressures confirm the possible usage of biofuels as a replacement for mineral diesel fuel in diesel engines with the early generation of fuel injection systems.

2. Tested fuels

D2 mineral diesel fuel that contained no additives and conformed to European standard EN 590 and B100 biodiesel fuel produced from rapeseed oil at Biogriva, Rače, Slovenia that conformed to European standard EN 14214, and the D50B50 blends (blend of 50% diesel fuel and 50% biodiesel fuel) and D85E15 (blend of 85% diesel fuel and 15% ethanol) were used in this study. It is well-known that fuel properties have a perceptible influence on injection and engine characteristics. For this reason, all the fluid properties used should be used as a starting parameters for numerical simulations. In this study, the following fluids were used (Table 1).

3. Spray simulations

The spray simulations in this study are based on a statistical method referred to as the discrete droplet method. Droplet parcels are introduced in the flow-domain with initial conditions of position, size, velocity, temperature, and the number of particles in the parcel. The droplets are tracked in the Lagrangian manner through the computational grid used for solving the gas-phase partial differential equations. Full two-way interaction between the gas and liquid phases is taken into account. The basic equation for momentum is [17]:

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Density (kg/m³)</th>
<th>Dynamic viscosity at 20 °C (MPa s)</th>
<th>Surface tension at 20 °C (N/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mineral diesel D2</td>
<td>827</td>
<td>3.2</td>
<td>26.8</td>
</tr>
<tr>
<td>Biodiesel B100</td>
<td>875</td>
<td>6.1</td>
<td>28.4</td>
</tr>
<tr>
<td>D50B50</td>
<td>825</td>
<td>4.3</td>
<td>27.6</td>
</tr>
<tr>
<td>D85E15</td>
<td>822</td>
<td>2.8</td>
<td>25.4</td>
</tr>
</tbody>
</table>
\[ M \frac{d \mathbf{u}_d}{dt} = F_{dr} + F_{ig} + F_{ip} + F_{ib} \]  

(1)

where \( m \) is the mass [\( \text{kg} \)], \( \mathbf{u}_d \) is the particle velocity vector [\( \text{m/s} \)], \( F_{dr} \) is the drag force [\( \text{N} \)], \( F_{ig} \) is a force including the effects of gravity and buoyancy [\( \text{N} \)], \( F_{ip} \) is the pressure force [\( \text{N} \)] and \( F_{ib} \) summarizes other external forces [\( \text{N} \)]. Drag force is given by:

\[ F_{dr} = D_p |u_{rel}| \]  

(2)

\( u_{rel} \) is the relative velocity [\( \text{m/s} \)], \( D_p \) is the drag function, defined as:

\[ D_p = \frac{1}{2} \rho_s A_d |u_{rel}| \]  

(3)

\( \rho_s \) is the fluid density [\( \text{kg/m}^3 \)], \( C_D \) is the drag coefficient, which generally is a function of the droplet Reynolds number \( Re_d \), and \( A_d \) is the cross-sectional area of the particle [\( \text{mm}^2 \)].

\( C_D \) is calculated by formulation from Schiller and Naumann:

\[ C_D = \begin{cases} \frac{\mu_s}{Re_d} (1 + 0.15 Re_d^{0.687}) & \text{if } 1 \leq Re_d < 10^3 \times 10^4 \ \\ 0.44 & \text{if } Re_d \geq 10^4 \end{cases} \]  

(4)

The particle Reynolds number is shown in the following equation

\[ Re_d = \frac{\rho_s |u_{rel}| D_p}{\mu_s} \]  

(5)

where \( \mu_s \) is the domain fluid viscosity [\( \text{MPa s} \)] and where \( D_p \) represents the particle diameter [\( \text{mm} \)].

\( F_{ig} = V_p (\rho_a - \rho_g) g_i \)  

(6)

\( V_p \) is the volume [\( \text{m}^3 \)], \( \rho_a \) and \( \rho_g \) stand for air and fuel density [\( \text{kg/m}^3 \)] and \( g_i \) gravitational acceleration [\( \text{m/s}^2 \)].

\( F_{ip} \) is the pressure force, given by

\[ F_{ip} = V_p \nabla p \]  

(7)

where \( p \) represents the pressure [\( \text{Pa} \)] and \( F_{ib} \) summarizes other external forces [\( \text{N} \)]. The forces taken into account in this study are the drag force \( F_{dr} \) [\( \text{N} \)] and the gravitational force \( F_{ig} \) [\( \text{N} \)]. Inserting the above forces and relations into Eq. (1) and dividing it by the particle mass \( m_a \), the equation for the particle acceleration is

\[ \frac{d \mathbf{u}_d}{dt} = \frac{3 \rho_s}{4} \frac{1}{D_p} \left[ u_{rel} - u_a \right] (u_{rel} - u_a) + \left( 1 - \frac{\rho_a}{\rho_g} \right) g_i \]  

(8)

In Eq. (8), \( \rho_a \) and \( \rho_g \) represent air and fuel density [\( \text{kg/m}^3 \)], \( D_p \) is the droplet diameter [\( \text{mm} \)], the \( u_{rel} - u_a \) difference is between the particle and surrounding air velocities [\( \text{m/s} \)], and \( g_i \) represents the acceleration of gravity [\( \text{m/s}^2 \)].

The relation above can be integrated to obtain the particle velocity \( \mathbf{u}_d \) [\( \text{m/s} \)], and from this the instantaneous particle position vector \( d \mathbf{x}_p \) [\( \text{mm} \)] can be determined by integrating:

\[ \frac{d \mathbf{x}_p}{dt} = \mathbf{u}_d \]  

(9)

3.1. Primary break-up model

The main problem for modelling fuel spray atomization is the identification and quantification of the mechanisms governing the relevant break-up processes. For the primary break-up, a core injection model was used (Fig. 1). This model considers two independent mechanisms: aerodynamic surface wave growth and internal stresses by turbulence. For establishing the liquid core erosion rate, locally resolved coupling to the nozzle flow, as well as estimated average values of nozzle flow turbulence, can be taken into account. It is assumed in this model that the turbulent fluctuations in the jet are creating initial perturbations on the jet surface. These grow under the action of aerodynamic pressure forces until they detach as atomized droplets. The coherent liquid core region at the nozzle exit where primary break-up occurs is calculated from a mass balance at the volume elements of the liquid core delivering the core shape [17].

The determination of mass loss from this region is set up using the rate approach

\[ \frac{d R}{d t} = \frac{L_s}{\tau_s} \]  

(10)

where \( R \) is the cone radius [\( \text{mm} \)], \( \tau_s \) the break time [\( \text{s} \)], with turbulent length scale \( L_s \) calculated from the local values of turbulent kinetic energy and turbulent dissipation

\[ L_s = C_{12} C_{13} \frac{k^{1.5}}{e} \]  

(11)

in the nozzle exit cross section with constant \( C_{12} = 0.09 \). The diameter of the product drops resulting from this model is taken as proportional to the turbulent length scale and equal to the atomization length scale.

\[ L_s = D_b \]  

(12)

Thus, droplet size depends on the local values of turbulent kinetic energy and turbulent energy dissipation. The time scale for the break-up is calculated from both mechanisms under consideration, which are the turbulent and aerodynamic break-up, using weighting coefficients \( C_{12} \) and \( C_{13} \).

\[ \tau_s = C_{12} \tau_t + C_{13} \tau_w \]  

(13)

The turbulent time scale \( \tau_t \) is calculated from

\[ \tau_t = \frac{k}{e} \]  

(14)

and the aerodynamic time scale \( \tau_w \) as characteristic value for the wavelength \( L_w \). This yields

\[ \tau_w = L_w \left[ \frac{(\rho_s \rho_a u_{rel}^2)}{(\rho_a + \rho_g)} \right] \left( \frac{\sigma}{(\rho_a + \rho_g) L_s} \right)^{0.5} \]  

(15)

where \( \sigma \) defines the surface tension [\( \text{N/m} \)], \( \rho_a \) and \( \rho_g \) stand for air and fuel density [\( \text{kg/m}^3 \)], and \( u_{rel} \) [\( \text{m/s} \)] relative velocity.

3.2. Secondary break-up model

In the wave model (Fig. 1), a rate approach for the radius reduction of the parent drops is applied.
where \( r_c \) is the starting droplet radius [mm], \( r_d \) is the stable droplet radius [mm] and \( \tau_{KH} \) is the break-up time of the model [s], which can be calculated as:

\[
\tau_{KH} = \frac{3.726C_2 r_d}{\Omega_{RT} K_{RT}} \tag{17}
\]

The constant \( C_2 \) corrects the characteristic break-up time and varies from one injector to another. \( r_c \) is the droplet radius of the product droplet, which is proportional to the wavelength \( \lambda_{KH} \) of the fastest growing wave on the liquid surface:

\[
r_c = C_1 \lambda_{KH} \tag{18}
\]

The wavelength \( \lambda_{RT} \) and wave growth rate \( \Omega_{RT} \) depend on the local flow properties.

\[
\lambda_{RT} = \pi \frac{C_4}{K_{RT}} \tag{19}
\]

\[
\Omega_{RT} = \sqrt{\frac{2}{3\sqrt{3}\pi}} \frac{(-\bar{g} + \bar{a})(\rho_f - \rho_a)}{\rho_f + \rho_a}^{1.5} \tag{20}
\]

\[
K_{RT} = \frac{\sqrt{-\bar{g} + \bar{a}}(\rho_f - \rho_a)}{3\pi} \tag{21}
\]

The break time and critical radius at RT mechanisms can be defined as:

\[
\tau_{RT} = \frac{C_5}{\Omega_{RT}} \tag{22}
\]

\[
r_c = \frac{C_4 \pi}{2K_{RT}} \tag{23}
\]

Break-up length is defined as:

\[
L = C_3 \sqrt{\frac{\rho_f}{\rho_a} d_0} \tag{24}
\]

The existing physical–mathematical model for two-phase flows implemented in the commercial CFD code AVL FIRE, and mentioned above, generally yields good results. Several empirical constants of primary and secondary break-up are present in sub-models, and they have significant influence on spray development. They depend on the injection system, fuel properties and the geometry of the injection nozzle. The empirical constants are obtained via experimental–numerical investigation and engineering knowledge. The values of these constants are suitable only for specific injection systems, operating conditions and fuel properties and need to be changed if the fuel type changes. Therefore, finding their right values and achieving accurate spray development can present a problem.

All the above-mentioned deficiencies of the standard physical–mathematical model implemented in the AVL FIRE CFD code led to the improvement of only the primary and secondary break-up model parameters.

### 4. Primary and secondary break-up model parameters determination

The primary and secondary break-up parameters have a definite and significant impact on the development of spray and its characteristics. They are usually determined based on experiences and simulations made in laboratories. Mainly they depend on the injection system’s characteristics, fuel properties, the working regimes and other parameters. Finding their correct values and achieving accurate spray development is a challenge that we tackled using a genetic algorithm.

In our case, the parameters \( C_i \) \( (C_1, C_2, C_3, C_4 \) and \( C_5 \) were determined using fuel properties and engine-operating regime information. Their initial values presented in Table 2 were defined using a parametrical study and comparison to experimental spray development.

The break-up model parameters \( C_i \) were defined using the following expression depending on fuel properties and engine operating regime:

\[
C_i = x_i^1 x_i^2 x_i^3 \ldots \tag{25}
\]

where \( x_i \) represents fuel properties (density, surface tension, dynamic viscosity, injection pressure), nozzle diameter and working regime. \( a_i \) are the appropriate coefficients. The coefficients \( a_i \) in Eq. (25) were determined with the usage of Multi-Objective Genetic Algorithm (MOGA) [18].

The algorithm uses a smart multi-search elitism based on Pareto Elitism. This new elitism operator is able to preserve some excellent solutions without causing premature convergence into local optimal fronts. In the case of a single objective, the elitism can be easily defined, identifying it with the operator that preserves and copies the solution with the best fitness to the next generation. The problem of suitably defining the elitism arises in the context of a multi-objective algorithm, where there is more than one objective function and the possibility of more than one elite solution. In the case of multiple objectives, the concept of Pareto optimality should be introduced, as should the correlated idea of dominance; by definition, Pareto solutions are considered optimal because there are no other designs that are superior in all objectives. More formally:

**Definition 1 (Pareto optimal).** Suppose we wish to maximize all \( f_i \) a decision vector \( x^* \in S \) is Pareto optimal if there is not another decision vector \( x \in S \) such that \( f_i(x) \geq f_i(x^*) \) for all \( i = 1, \ldots, k \) and \( f_i(x) > f_i(x^*) \) for at least one index \( j \). Mathematically, every Pareto optimal point is an equally acceptable solution for a multi-objective problem.

**Definition 2 (Dominance).** A decision vector \( x \) dominates another decision vector \( y \) if \( f_i(x) \geq f_i(y) \) for all \( i = 1, \ldots, k \) and \( f_j(x) > f_j(y) \) for at least one index \( j \).

Table 2. Primary and secondary breakup parameter values.

<table>
<thead>
<tr>
<th>Fuel Camshaft rotation speed (rpm)</th>
<th>500</th>
<th>1100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>D2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>B100</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 2 presents a point A in a two-objective \( (f_1 \) and \( f_2 \) optimization problem. Point A defines two zones: the shaded one (i.e. the left-bottom quadrant) represents the set of the dominated points, while the complementary area (i.e. the whole of the other three quadrants) represents the set of the non-dominated points. If A is a point of the previous generation and the actual generation contains Point B, then the new position is a very favorable one: not only is B non-dominated by A, but B even dominates A. This kind of evolution is always desirable, and this transition certainly has to be preserved. If the evolutions brings A to C (or C’), the new point is, however, a non-dominated one; in this case, the transition...
are

\[ p_{\text{inj}} = \frac{Q_{\text{c}}}{n} \]

where \( p_{\text{inj}} \) is injection pressure [MPa], \( Q_{\text{c}} \) represents injection rate \( [\text{mm}^3/\text{cycle}] \), and \( n \) is a pump speed \([1/\text{min}]\). \( p_c \) pressure in the chamber [MPa] and \( d_n \) nozzle hole diameter [mm]. The dimensionless parameters in Eqs. (26)–(30) were inserted into the AVL Fire to close the mathematical model used for initial conditions of position, size, velocity, temperature, and the number of particles in the parcel and have the definite and significant impact on the development of spray and its characteristics.

5. Experiment setup

5.1. Spray visualization system

The system for spray visualization consists of the pressure chamber and two subsystems for pressure setup and for fuel spray visualisation. In Subsystem 1, the conventional reduction valve was used. The purpose of reduction valve was the setup of pressure in the pressure chamber to achieve the conditions that usually occur in combustion chambers. The pressure of 40 and 60 bars was set, and inert gas \( N_2 \) was used. Subsystem 2 consisted of Friedmann–Maier type 112H-100H test-bed, which allows the setting of pump rotation speed and a PES 6A 95D 410 LS 2542 BOSCH pump, with six BOSCH DLL 25834 injection nozzles, each with one injection hole. One of the nozzles was mounted on the top of the pressure chamber. A high-speed camera was used to capture the images of spray development during the injection process in the pressure chamber. The system for spray visualization is schematically presented in Fig. 3.

5.2. Fastec HiSpec 4 high-speed camera

The spray images were captured with a Fastec HiSpec 4 high-speed digital camera. The camera was placed at a 1.7 m distance from the fuel spray. A resolution of 128 × 332 pixels and a frame-rate of 18,499 fps were used, based on spray shape and duration. The camera was triggered with a falling electric pulse that was acquired simultaneously with pressure \( p_1 \) and \( p_2 \), needle.
lift, and the signal for TDC (top dead centre) so that the time delay of the first recorded image could be defined.

5.3. The visualisation of fuel spray

Two different methods were used for spray visualisation. The first method for spray analyses, built in LabVIEW program, was used for determination of the spray cone angle and length. The second method enabled the calculation of the velocity on the spray border from the sequence of images taken.

5.3.1. Visualisation method for spray cone angle and length calculation

The fuel injection in the pressure chamber causes the breakup of the fuel into small droplets. These small droplets create a fuel fog, which makes it difficult to obtain the spray cone angle and length directly from images. The idea to improve the visual quality of the raw images is based on the presumption that the shape of the fog cloud remains the same during the injection. An additional issue that can be addressed with this approach is illumination inhomogeneity and spots on the chamber window. A raw image just before the injection started is presented in Fig. 4 (a). Fig. 4 (b) was taken just before needle closure.

All issues (illumination inhomogeneity, fog cloud and spots) are evident in Fig. 6. In order to obtain the actual spray cone angle and length, the greyscale values of both images were stored in a 2D matrix. A 2D matrix of greyscale values in Fig. 4 (a) was subtracted from the 2D matrix greyscale values on Fig. 4 (b). The subtracted image is presented in Fig. 5.

Furthermore, it is possible to perform a histogram analysis of the subtracted image and establish the border value for the background and to set up the maximum greyscale value to extract the greyscale interval with the highest interest, as presented in Fig. 6, where a homogeneous background can be noted.

The images taken were stored in a 2D matrix from which it is possible to extract a single raw/column. The whole image presented in Fig. 6 was sliced perpendicular to the spray propagation direction. An example of greyscale values at one third of spray length is shown in Fig. 7.

The greyscale data were fed into the subprogram where amplitude was observed. When amplitude value fell below the pre-set limit, the program stopped and returned the maximum spray length and the spray angle at one third of the maximal spray length.

5.3.2. Visualisation method for velocity field determination

The ADMflow [19,20] software method was developed in order to calculate the velocities of a fluid flow and is based on the assumption that in a chosen region of interest, the greyscale level \( A \) is proportional to the spray concentration \( N \) – Eq. (31).

\[
\frac{\Delta A}{\Delta x} \propto \frac{\partial N}{\partial x}
\]  

(32)

Because spray concentration is under consideration, Eq. (32) can be transformed into a form, known as advection–diffusion equation:

\[
\frac{\partial N}{\partial t} + \frac{\partial (N v_x)}{\partial x} + \frac{\partial (N v_y)}{\partial y} = D \left( \frac{\partial^2 N}{\partial x^2} + \frac{\partial^2 N}{\partial y^2} \right)
\]

(33)

\( D \) is the diffusivity and represents the proportionality coefficient between the flow of spray concentration due to diffusion, and the concentration gradient. \( v_x \) and \( v_y \) are the components of the spray velocity vector \( \nu \) [m/s] on a location within the region of interest:

\[
\nu = (v_x, v_y)
\]

(34)
The actual spray development process is three-dimensional, meaning that it has three components, but due to our choice of the region of interest, the third velocity component is small in comparison to the other two and can be neglected. The length of the vector \( v \) is equal to the absolute velocity of spray:

\[
v = \sqrt{v_x^2 + v_y^2}
\]  

(35)

The variable \( N \) and its partial derivatives are determined numerically on the basis of the measured greyscale level \( A \) at a given location (within the region of interest) and time \([19,20]\).

The differential equation given by Eq. (33) can be reduced to a linear equation via transformation into a discrete form, i.e. Eq. (36). Spatial derivatives in Eq. (36) are discretized by the central difference method \([19]\).

\[
\frac{A_{i,j}(t + \Delta t) - A_{i,j}(t)}{\Delta t} + \frac{(A_{i+1,j})(t) - (A_{i,j-1})(t)}{2d_x} + \frac{(A_{i,j+1})(t) - (A_{i,j-1})(t)}{2d_y}
\]

\[
= D \left[ \frac{A_{i-1,j} - 2A_{i,j} + A_{i+1,j}}{d_x^2} + \frac{A_{i,j-1} - 2A_{i,j} + A_{i,j+1}}{d_y^2} \right]
\]  

(36)

\( \Delta t \) is image sampling rate (time between two consecutive images), \( d_x \) and \( d_y \) are the horizontal and vertical dimensions [mm], respectively, of the base element for the greyscale level data acquisition within the region of interest. Theoretically, the smallest base element size is equal to the pixel size, \( d_x = d_y = d_p \). The discretization scheme is shown by Fig. 8.

As a result of the discretization, the number of unknowns doubles and at least 5 consequent images are needed to solve the system of linear equations \([19]\). In cases in which more than 5 images are included in the calculation (40 consecutive images used here), the system of equations is over-determined and is solved by the least square method. For every image analyzed, a vector of instantaneous velocity is obtained as a solution. A larger number of images used in the calculation leads to a more stable solution, but also to a stronger averaging effect as the high frequency velocity oscillations are filtered out. Prior to the velocity calculation, images are processed by filters, such as the Gaussian filter, which reduces the effect of pixilation. In addition, flow equations used in our software contain user-adjustable regulation coefficients that control the effect of velocity gradient, divergence (proportional to flow compressibility) and curl (proportional to flow vorticity). Higher values of these coefficients mean that certain components of the flow equations are penalized to a greater extent.

6. Results and discussion

6.1. Validation of improved primary and secondary break-up models

The final forms of the equations defining the parameters of break-up models were implemented into the AVL FIRE solver. They were validated with the use of diesel and biodiesel fuel at chamber pressures of 40 and 60 bars at 800 rpm. The experimental and numerical simulation results comparison for the chamber pressure at 40 and 60 bars is presented in Figs. 9 and 10 and Tables 3 and 4.
program used. The comparison of the results in Tables 3 and 4 shows good agreement in the spray development as well as in its shape (spray cone angle and penetration length). Spray simulation results confirm the adequacy of primary and secondary break-up parameter expressions for a conventional injection system.

6.2. Results of numerical simulations with improved primary and secondary break-up models

Based on the images of the spray visualization, we have determined one main spray development phase of interests, shown in Figs. 11–14 and Tables 6 and 7. The images show the spray development at different camshaft rotational speeds and for various biofuels. All the images represent the full development of spray. The comparison shows good agreement in the spray shape (spray cone angle and penetration length). Spray simulation results confirm the adequacy of primary and secondary break-up parameter expressions for a conventional injection system.

The results also show that the spray length for biodiesel fuel is longer than for diesel fuel, for which the result for spray length and spray cone angle for the D50B50 blend lies between the values of pure diesel and biodiesel fuel. The higher density of the fuels used has some influence on the spray cone angle, which is usually wider for fuels with higher density. The ambient pressure in the chamber influences the spray length and the spray cone angle in such a way that the spray is shorter and wider for higher pressures in the chamber. The camshaft rotation speed has the most influence on spray length and spray cone angle. At higher camshaft rotation speeds, the spray is longer and narrower.

The results proved that the primary and secondary parameters have a major impact on the spray. The increase of parameter $C_1$ value increases spray penetration length, while the parameter $C_3$ determines the basic shape of the spray. The increase of the parameter $C_2$, which directly influences the droplet initial diameters and physical properties results in the spray shape that is wider and longer for biodiesel fuel than for the D50B50 and D85E15 diesel fuel blends. The results also show that the spray length for biodiesel fuel is longer than for diesel fuel, for which the result for spray length and spray cone angle for the D50B50 blend lies between the values of pure diesel and biodiesel fuel. The higher density of the fuels used has some influence on the spray cone angle, which is usually wider for fuels with higher density. The ambient pressure in the chamber influences the spray length and the spray cone angle in such a way that the spray is shorter and wider for higher pressures in the chamber. The camshaft rotation speed has the most influence on spray length and spray cone angle. At higher camshaft rotation speeds, the spray is longer and narrower.

Table 5

<table>
<thead>
<tr>
<th>Spray velocity vectors (m/s)</th>
<th>Chamber pressure (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td>40</td>
</tr>
<tr>
<td>Axis x</td>
<td>y</td>
</tr>
<tr>
<td>D2</td>
<td>0.5302</td>
</tr>
<tr>
<td>B100</td>
<td>4.3474</td>
</tr>
<tr>
<td>D2</td>
<td>0.5550</td>
</tr>
<tr>
<td>B100</td>
<td>4.4773</td>
</tr>
<tr>
<td>D2</td>
<td>0.5789</td>
</tr>
<tr>
<td>B100</td>
<td>4.9283</td>
</tr>
</tbody>
</table>

Fig. 11. Spray development for various fuels at a camshaft rotational speed of 500 rpm and at 40 bars.

Fig. 12. Spray development for various fuels at a camshaft rotational speed of 1100 rpm and at 40 bars.

Fig. 13. Spray development for various fuels at a camshaft rotational speed of 500 rpm and at 60 bars.

Fig. 14. Spray development for various fuels at a camshaft rotational speed of 1100 rpm and at 60 bars.
velocities, generally decreases the spray angle and lengthens its penetration. Parameters $C_d$ and $C_v$ have noticeable impacts on spray cone angle and length. These two parameters have some influence only at lower camshaft rotational speeds. Increasing or decreasing the parameter $C_d$ or $C_v$ values has only minor influence on the length of spray penetration, but increases the CPU times for numerical simulations. The values of those two parameters should be close to zero to obtain the best results on spray development. The simulations have shown that the values of parameters $C_d$ in $C_5$ should be near the value zero that the values for spray cone angle and spray penetration length are comparable to experimental data, and the CPU time reaches the minimum value.

Nevertheless, the fuel physical properties and the engine operating conditions mostly influence the spray characteristics (shape, cone angle, and penetration length). The results for the improved primary and secondary models showed that with the fuel physical properties, operating conditions, and injection characteristics, the numerical model's empirical parameters can be expressed. The comparison of the spray cone angle, penetration length, and velocity profiles showed that the biofuels have similar spray shapes and characteristics to those of the standard diesel fuel. In particular, the differences in spray length at different camshaft rotation speeds are caused by different fuel physical properties; these have a significant impact on the injection characteristics. A higher fuel density and bulk modulus increase the injection pressure, which is then reflected in better injection, spray velocity, cone angle and (usually) a larger penetration of the spray.

**7. Conclusion**

This paper discusses the influence of spray characteristics for different types of biofuel. The study is focused on numerical investigation of biofuels' influence on injected spray (cone angle and length) at various engine-operating regimes and different pressures. Several empirical parameters of primary and secondary breakup were modelled to enable faster and similar analysis of biofuels' spray shapes. The improved numerical model includes the influence of local flow conditions, fuel properties, operating parameters and the ambient pressure in a specially developed pressure chamber. For the validation of the improved numerical model, experimental investigations were made. The macroscopic spray developments were investigated in terms of spray tip penetration, spray cone angle, spray velocity using a spray visualization system under various experimental conditions (pressure chamber 40 or 60 bars) and different biofuel blends. The break-up parameters used in the model were modified for diesel, biodiesel fuel (produced from rapeseed oil) and the D50B50 and B85E15 blends in order to achieve experimentally obtained spray macro-characteristics. The nozzle used for the spray simulations had only one hole (only one spray tip penetration); with the visualisation method, only the spray cone angle, spray penetration length and spray velocity could be investigated. The improved numerical model makes the numerical simulations more general and predicts possible problems that could appear in diesel engines. The study indicates the possibility of replacing the mineral diesel fuels with different biofuels. To achieve more universal expressions, additional research should be conducted for different injection systems and specifically nozzles.
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